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“Roads?
To where we are going, we don’t need...roads!”

Dr. Emmett Lathrop Brown
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Chapter 1

PDI report introduction

The aim of this document is that of presenting all the work developed throughout the semester for

the curricular unit Preparation for the MSc Dissertation.

This report is organized as follows.

In Chapter 2, the problems to be approached during this project will be presented and de-

scribed.

Chapter 3 will present the state of the art of the relevant topics regarding the project develop-

ment and a brief description of the methods to be profoundly researched.

The aforementioned methods consist of:

• Object detection.

• Object tracking.

• Machine Learning.

Conclusively, chapter 4 contains the work plan for the semester in which this project will take

place. Additionally, a description of the technologies to be used will be described as well.

1.1 Project objectives and motivations

The aim of this project is to allow an UAV to safely navigate in a previously unknown and GPS-

denied environment without requiring pre-made maps or precoded information to avoid collisions.

Using on-board cameras, which are indispensable components of an UAV, the autonomous naviga-

tion will be achieved by detecting and tracking visual features and objects in order to gift an UAV

of a collision free navigation. In order to reduce the on-board payload data processing, the UAV

will send the acquired data to an external processing unit (laptop). Autonomous indoor navigation

can be extremely useful in search and rescue operations[1], surveillance tasks of areas hazardous

to humans, traversal of paths inaccessible to ground vehicles and quick deployment.

In order to achieve this goal, the system needs to meet the following requirements:

• The computational complexity of the system should be independent of the environment size.

1



2 PDI report introduction

• Firm and robust feature detection and object tracking.

• Fast data processing to satisfy real time constrains.

• Brisk obstacle avoidance;

• Flexible navigation;

The feature detection and object tracking to be performed is of the utmost importance as the

very own navigation and obstacle avoidance depend on it.



Chapter 2

Problem statement

2.1 Defining the problem

Being able to hover, fly laterally and at low speeds, makes UAVs an optimal platform to accom-

plish different military and civilian tasks like reconnaissance support in hazardous zones, visual

surveillance and inspection. In addition, some relevant industries are starting to use drones for

other tasks beyond surveillance (p.e Amazon’s "Prime Air"). Moreover, the most important task

in order to achieve UAV autonomy is autonomous navigation. This may prove useful in a near

future for tasks in indoor environments such as indoor transportation, object retrieval (p.e a miss-

ing part in a assembly line), monitoring misplaced books in a library and autonomously reporting

sports events.

Although years of research of GPS position and data tracking have improved outdoor nav-

igation and localization, in environments such as indoors or dense urban areas where maps are

unavailable and the GPS signal is weak, a UAV will operate in high hazardous regions, running

the risk of becoming lost and colliding with obstacles.

Since the gist of this project consists of enabling an UAV to autonomously navigate in a un-

known environment without resorting to GPS localization, the main problem is using visual odom-

etry and on-board IMU to develop localization, estimation and planning algorithms to achieve a

autonomous collision and obstacle avoidance navigation. A vast majority of UAVs depend on GPS

for navigation, hence this project is more challenging since the GPS is denied.

This project is therefore focused on exploring methods that may allow autonomous flight in-

doors without GPS and previous knowledge about the environment while using only on-board

sensors.

2.2 Refining the problem

Given the complexity of the stated problem, this project needs to be split into simpler and implicit

problems:
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4 Problem statement

• Acquisition and quantification of sensory data: Processing and evaluating the values

from the UAV sensors is of the utmost importance. The readings from the sensors will

prove to be a valuable asset when the development of the autonomous navigation algorithm

requires sensory data to analyse the state of the UAV.

• Adjustment of the UAV navigation parameters: In order to create a navigation algorithm,

a fully functional communication between the UAVs and the external processing unit (lap-

top) must be established. Prior to the creation of the navigation algorithm, it must ensured

that the laptop is fully capable of sending desirable commands to the UAV. These include

adjustments to parameters like yaw, pitch and roll.

• Image data acquirement from the UAV camera: All the image frames captured by the

UAV camera will be used to compute all the necessary data for the navigation algorithm.

• Image processing: Images previously acquired should undergo a series of processes aimed

at detecting points and regions of interest which are relevant to the UAV obstacle avoidance

navigation. Such processes may include: Binarization, Segmentation, Noise Reduction and

Perspective Transformations.

• Image feature detection and extraction: All the acquired frames from the camera should

be analysed in order to detect features of interest to be used on the classification stage.

The techniques to be used may include: Canny edge detector, SURF [2], HOG, and Hough

transform.

• Feature matching and classification: The obtained features will be used to train a clas-

sification model to be used by the UAV to detect safe and hazardous zones while flying

autonomously. This may be achieve using: Bag-Of-Words, SVM for pattern matching.



Chapter 3

Literature Review

3.1 Introduction

This chapter will present a literature review which is befitting for a better understanding to the

problem under studied. In section 3.2 will be presented a brief description of the current develop-

ment state of autonomous navigation using UAVs. Section 3.3 will focus on some currently used

algorithms for image processing, machine learning and navigation that may prove to be the most

suitable methods for the problem at hand.

3.2 UAV Autonomous Navigation

In recent years, UAVs such as quad-copters have increasingly gained interest in robotics and com-

puter vision research. Commonly used as a flying camera, they are mostly employed for surveil-

lance tasks and recording humanly impossible videos. Therefore, in order to navigate safely, these

equipments rely on their on-board sensors and cameras to track their position autonomously. The

advantages of using UAVs includes their easy manoeuvrability and ability to hover.

Whilst there has been substantial research about navigation algorithms on ground vehicles,

these approaches can not be directly transferred to aerial vehicles:

• An indoor aerial vehicle cannot hold as many sensors as a ground vehicle.

• A flying vehicle as more degrees of freedom than a ground vehicle, which prevents the use

of 2D navigation algorithms.

• The risk of failure is more catastrophic in a flying vehicle. If a navigation prediction failure

occurs on a ground vehicle, it can be stopped by a user, whereas when the same occurs in a

flying vehicle, it falls on the ground damaging its structural integrity.

It is of the utmost importance to gift an UAV with collision avoidance capabilities to avoid the

risk of damaging the structure of the vehicle and the surrounding environment. This catastrophic

scenario depends mostly on the altitude of the vehicle and the nature of the collision.
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6 Literature Review

3.2.1 On-board Electronics

Different UAVs have an array of devices capable of providing accurate data which can prove to be

useful for navigation, localization, landing and obstacle avoidance tasks.

3.2.1.1 GPS

The Global Positioning System [3] was funded by the United States Department of Defence and

was initially designed for the United States military, although in 1980, it was made available for

civilian use.

This system works anywhere in the world, 24 hours a day and in any weather conditions. Four

GPS satellite signals are used in order to compute the positions in three dimension and also the

time offset in the receiver clock.

3.2.1.2 IMU

The IMU is a single unit, that houses two sensors, which collects angular velocity and linear

acceleration data and returns it to the main processor.It is used to acquire pitch, roll and yaw data

from the UAV.

A brief description of these two sensors follows:

• Accelerometer An accelerometer is a device that measures acceleration forces which may

be static like the force of gravity, or dynamic like vibrating or even moving the accelerometer

itself.

• Gyroscope A Gyroscope is a device that measures the orientation of a device based on the

angular momentum of that same device. It is used to acquire the angular rate of a certain

vehicle[4].

3.2.1.3 Laser Range Finder

This device uses a laser beam to determine the distance of the source of emission to an object. Its

normal mode of operation consists of sending a laser pulse to a certain object and measuring the

distance that it takes to the pulse to reflect off the object and bounce back to the emitter. They are

commonly used for 3D-Modelling[5].

3.2.1.4 Ultrasonic Sensor

This sensor can be used as a sonar based altimeter, providing altitude estimation and vertical

displacements. Their modus operandi is similar to a sonar in which consist of generating high

frequency sound waves and measuring the time that takes for the transmitter to received the echo

of the emitted wave, thus determining the distance to an object.
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3.2.1.5 Pressure Sensor

A pressure sensor is commonly used to provide stability to an UAV, allowing the on-board pro-

cessing to automatically correct and maintain a still position while the vehicle is airborne. This

is achieved regardless of altitude and wind intensity[1] pressure sensors on-board provide unique

stability that will automatically correct and maintain a still position in the air regardless of altitude

and wind up to

3.2.1.6 Magnetometer

A Magnetometer is a electronic device capable of measuring the strength and direction of a mag-

netic field. Therefore it can be used in navigation applications by measuring the earth’s magnetic

field.

3.2.1.7 Monocular Camera

Even though this type of cameras have low weight, power consumption, size and cost, they still

provide an immense amount of information, which is unmatched by any other type o sensors.

Compared to other depth measuring devices, the range of a monocular camera is virtually unlim-

ited. This feature proves to be useful when using a monocular SLAM system to operate in open

environments[6].

In spite of those advantages, this device proves to be inefficient when it comes down to deter-

mine the scale of the environment as there is no way to obtain depth perception. In this case, a

vehicle must rely on another set of sensors like those of the IMU (3.2.1.2).

3.2.1.8 Stereo Camera

This particular camera, containing two or more lenses with a image sensor per lent, is a direct

solution to the disadvantage of the aforementioned monocular camera: extraction of depth infor-

mation of an object in a image. It is possible to capture 3D images with these cameras due to

the fact that the lenses simulate the human binocular vision. Hence, this process is called stereo

photography.

Not all stereo cameras are used to acquire 3D photographs or video whereas depending on the

lenses configuration, the acquired data may not contain stereoscopic information.

3.2.1.9 RGB-D Sensor

The RGB-D sensor provides the combined data of RGB color information and per-pixel depth

information. The data acquired from these sensors can be represented as a point cloud which

consists of a collection of points in three dimensional space. Additional features can be associated

with the point from that space, meaning that color can be one of those features.

One device that provides these functionalities and is affordable, unlike the rest of the RGB-D

sensors in the market, is the Microsoft Kinect[7].
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3.2.2 Parrot AR-Drone

The Parrot AR-Drone is an electrically powered quad-copter who was originally intended for

augmented reality games. Its sensory equipment consists of:

• A three-axis accelerometer and gyroscope.

• A Sonar-based altimeter.

• Two cameras:

– The frontal camera has a 75x60 field of view and provides a 320x240 pixel color

image. When object detection is the focus of a project, it is carried out by this camera

using computer vision algorithms.

– The vertical camera has a 45x35 field of view and provides a 176x144 pixel color

image.

Figure 3.1: AR-Drone with the indoor hull

Since it was designed as a toy, this drone has limited computational power which may prove

a problem as image processing using computer vision algorithms require a lot of resources. One

possible workaround is using a computer that is connected to the AR-Drone via wireless. The

communication flow between the AR-Drone and the computer can be seen in figure 3.2.

Figure 3.2: Data exchange between the AR.Drone and a Computer
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The batteries of this UAV provide enough energy for a 15 minutes flight. However, its turbines

are not powerful enough to keep a steady position in windy conditions, which limits its outdoor

use.

3.2.2.1 AR-Drone Brown Package

The SDK provided by the AR-Drone manufacturer does not provide the desirable tools to use in

navigation projects. Therefore, in order to have a better control over the AR-Drone, the AR-Drone
Brown Package was developed[8].

This package is used to connect a computer to the AR-Drone and consists of the SDK from

Parrot with a ROS wrapper.

The Drone teleop package is used to issue commands to the AR-Drone. The commands that

can be sent are:

• Take off/land.

• Forward, Backward, Left and right.

• Rotate left and right.

• Increase/decrease altitude.

• Toggle emergency state.

3.2.3 Research and Development

The goal of developing autonomous UAVs is one of allowing them to perform complex manoeu-

vres and navigate independently in structured and unstructured environments.

3.2.3.1 Laser Assisted Navigation

A relevant project was that of a team from the Massachusetts Institute of Technology which used

a laser range-finder sensor to enable an MAV to autonomously explore and map unstructured and

unknown environments[9]. They used on-board sensors to estimate the position of the MAV and

used SLAM algorithms to build a map of the environment around the vehicle.

The motion estimation of this project was comprised of two different problems: motion esti-

mation using laser scan-matching and height estimation using the on-board IMU.

3.2.3.2 Sonar Assisted Navigation

Sonar technology used to be prevalent among UAVs and some projects still used it for field map-

ping using UAVs [10]. However, due to the fact that the time it takes for the sonar waves to travel

decreases the UAV obstacle detection range, this technology can no longer be used.

The alternative is a way of detection images and avoid obstacles much sooner which can be

achieve using a technology that does not depend on propagation waves, but rather uses light as

medium to detect objects: optical cameras.
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3.2.3.3 Camera Assisted Navigation

Pre-coded Maps

A team from the Czech Technical University in Prague developed a navigation system for a UAV

using a monocular camera and odometry[11]. The navigation system was based on dead-reckoning

techniques[12] to calculate the traversed segment length and the information from the camera to

calculate the UAV yaw and vertical speed. This allowed the team to use a histogram voting scheme.

The developed navigation method consists of a "record and play" technique in which the UAVs

is guided along the path that it will autonomously navigate later on. During the initial phase, a

map is created by guiding the UAV along a path, using the front-facing camera to recognize and

track salient features using the SURF[2] feature detector. In the second phase the UAVs navigates

autonomously in the learned path by using the dead-reckoning system to calculate the traversed

distance and retrieves the relevant landmarks from the precoded map in order to compare to the

data currently being obtained through the camera. The difference of coordinates is then computed

using a histogram voting technique and this information is then processed to the UAV yaw and

altitude controllers to safely adjust the drone position. Briefly, using this method, the UAV builds a

SURF-based landmark map in a guided tour and then uses the method described above to navigate

autonomously in the mapped environment.

The only limitation of this project consists in the necessity of using a pre-autonomous-navigation

phase in which the UAV is human-guided.

Autonomous Indoor Navigation

The project to be implemented throughout this semester is the spiritual successor of a project of

a team from University of Texas [13] which aimed at navigating autonomously in indoor envi-

ronments (corridors) and industrial environments (production lines) and detecting and avoiding

obstacles (people). The navigation was accomplished by using the vanishing point algorithm,

the Hough transform (3.3.1.5) for wall detection and avoidance and HOG descriptors using SVM

classifiers for detecting pedestrians. The UAV used was the AR-Drone.

Firstly, edge detection is performed using the Canny edge detector followed by a Gaussian

blurring to reduce noise and irrelevant edges. Using the points exported by the Canny edge detec-

tor, the Hough transform is used to detect the perspective lines using a voting scheme procedure

which finds the lines that are closer to those same points. The following operation was that of

removing some lines that were dependent on thresholds that influenced the Canny edge detector

and the Hough transform (outliers). This was achieved by thresholding their angles (in radians).

The next phase was finding the line intersection of the lines which were detected by the Hough

transform, which was achieved by using the Least square problem which estimates the minimum

distance of a point from a set of lines. In corridors, like those used in this project, the line in-

terception is called the vanishing point. In this step there is a boundary box in the image used

to distinguish between good estimations of the vanishing point and bad ones. If there is a bad

estimation, it is overlook and the system awaits for another one.
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As the AR-Drone lacks of a laser or even an obstacle avoidance sensor, only the camera can

be used to avoid collisions with the right and left wall. In this project it was assumed that the

UAV should have the ability to know its relative position to the left and the right walls in order to

avoid them while moving. The way they did it was by manually pre-estimating this ability which

consisted of manually putting the camera of the drone to the right and left wall and analysing the

angular value of the lines obtained from the Hough transform. It is important to mention that the

angular values of the lines can be automatically estimated while the drone is at the center of a

corridor. By exporting the value of the angles show in figure 3.3 it was possible to determine when

there was enough space for the UAV to safely navigate without hitting the side walls:

• When angle angle B = D, the drone is positioned at the center of the corridor.

• When the angle A is twice bigger than the the angle B+D, the AR-Drone has enough space

to navigate without hitting any obstacles on the side walls or even the side walls themselves.

Figure 3.3: Hough Lines in the left and right wall

The human detection process implemented for this project used the Histogram of Oriented

Gradient descriptors (HOG) and a linear SVM classifier (3.3.2.1). The SVM classifier was used to

test the feature detector in the MIT pedestrian database which contains 1800 pedestrians images

of different poses and backgrounds.

In order to avoid hitting the target (person), the boundaries of the side walls are considered

a place of safe passage, meaning that when a person is detected by the AR-Drone, an estimation

of the most large free sideways are is made in order to avoid hitting the moving target. The wall

detection algorithm is of the utmost importance as the position of the moving target is computed

relatively to the boundaries of the side walls.

Stereo and SLAM

Other approaches involved using stereo cameras[14] and the Microsoft Kinect RGB-D sensors[15]

to solve the SLAM problem and find the best solution for a robust state estimation and control

methods. These approaches perform local estimation of the vehicle position and build a 3D model

of the environment (SLAM) to plan trajectories through an environment.

3.2.3.4 IMU Assisted Navigation

Some other projects recurred to Kalman filters and ultrasound sensors to compute the UAV pose

estimation in a GPS denied environment[16]. Every time that the UAV has to reach a certain
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location, a path which provides a good observation density is computed from a predefined map,

minimizing the risk of localization failures.

3.3 Methods and Algorithms

3.3.1 Image Processing

Image processing is a field of imaging science in which the output of image processing results in

yet other image or a set of parameters and characteristics related to the image.

Commonly, the first step after capturing and image is that of converting it into a greyscale

image and then into a binary image, or changing its color space from RGB to HSV.

Concerning the the identification of connected components, a segmentation and contour de-

tection is used and in order to reduce computational costs, objects smaller than a specific are are

normally discarded.

In order to detect shapes and objects in the video feed of an UAV the methods presented in the

following sections are to be considered.

3.3.1.1 Object Detection

The gist of object detection is the precise recognition of an object in a set of images. This is a

very complex problem and nowadays still proves to be quite challenging[17]. Although the most

used approach to detect objects in a video stream consists of using information from different

frames, it delivers results with a high error rate. A typical workaround is that of analysing tem-

porary information which was computed from a set of sequential frames, hence reducing the error

rate[17].

3.3.1.2 Edge Detection

In image processing, an edge is defined as a discontinuity in rightness of an image. Therefore the

problem of detecting edges consists of finding those discontinuities which may represent changes

in properties of that same image like depth, orientation and illumination.

The Canny edge detector is one of the most used edge detection operators and is comprised of

the following steps:

• Noise removal with Gaussian filer.

• Localization of the intensity gradients of the image.

• Non-maximum suppression application to eliminate false responses to edge detection.

• Double threshold application to resolve potential edges.

• Suppress the remaining edges that are week and are not connect to strong edges.
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3.3.1.3 Feature Detection

The SURF algorithm[2] is a robust local feature detector built upon the SIFT descriptor but is

reported to perform better than the latter[18] when it comes down to speed and robustness to

viewpoint and illumination changes.

This algorithm detects salient features and provides their image coordinates together with their

descriptions. It is composed of 4 stages:

• Integral image generation

• Interest point detection

• Descriptor orientation assignment

• Descriptor generation

In a navigation algorithm the calculation of the Speeded up Robust Features may prove to be

the most intensive and computationally demanding part, as it needs to be accelerated in order to

obtain a real-time performance.

3.3.1.4 Object Tracking

Similar to object detection, object tracking consists in the process of tracking an object in a se-

quence of frames or images. Its typical applications are in surveillance tasks and interaction sys-

tems.

Some typical challenges that object tracking tries to overcome and which directly influences

its success are the following:

• The movement of the object.

• A change in the pattern, structure and background of the object.

• Camera movement.

• Object occlusion by other object or background.

The major algorithms used in object tracking are Point Tracking, Kernel Tracking and Silhou-

ette Tracking.

Optical Flow

When it comes down to object tracking the concept of optical flow is often used. Being the

apparent motion between an observer and de environment, it is used to estimate the motion field.

This is accomplished by estimating the location of each pixel from one frame in the second frame.

However it does not inescapably corresponds to actual motion.

One of the major challenges in calculating optical flow is that of finding corresponding pixels

as many of them can have the same color and even surrounding pixels with the same color value.
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This leads to the assumption that in order to calculate the optical flow, it is assumed that there

is very little movement from one image to the other, leading to a "travelled distance" of just one

pixel. This assumption poses a problem when dealing with fast moving vehicles due to delays in

sending and interpretation images.

One possible workaround is that of using sparse optical flow. This is a process in which image

features are tracked across different images[19].

Some navigation methods used on UAVs are based on a dead-reckoning system, which is the

process of calculation a current position based on a previously determined one. These methods

are used to estimate the speed of an aerial vehicle based on the optical flow in the image of its

bottom camera. The value of these speeds are then integrated in order to get an estimate of the

drone position[1].

3.3.1.5 Feature Extraction

Hough Transform

One of the most used feature extraction techniques is the Hough Transform. It was originally

designed to find lines in a image[20] but has been modified in order to detect shapes like circles

and ellipses.

Many variants of the standard Hough Transform were developed, such as the Gerig Hough

Transform with Gradient, 2-1 Hough Transform and Fast Hough Transform.

Prior to shape detection, an image must undergo a preprocessing in order to acquire informa-

tion of the edge of each object. Techniques like those mentioned in 3.3.1.2 are used to compute

this data which will later be processed using the Hough Transform to find a shape.

In order to find a line, which is represented by

y = mx+ c (3.1)

the first thing to do is to represent a line into a point, resulting in the following equation:

c =−mx+ y (3.2)

The Hough Transform converts a point in xy-space to a line in mc-space (the parameter space),

which consists of representing the information of an image discrete points (x1,y1)(x2,y2) in terms

of the slope parameter m and the intercept parameter b. As the points from an edge of an image

are therefore transformed into lines, some lines that are constructed from edges of the same object

will intersect. This means that the intersection of lines in in mc-space correspond to information

of a line in xy-space.

However, a vertical lines proves as problem as m has an infinite value, requiring infinite mem-

ory to store the data in mc-space. Therefore, another representation is used to avoid this problem.
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In this new representation, a line is represented by the distance p of a line from the point (0,0)

and the angle θ of a line to the x-axis. Thus, a line is represented by the following equation:

p = x.cos(θ)+ y.sin(θ) (3.3)

Where x and y is a point passed by the line.

In this method, a line in xy-space will be transformed into a point in pθ -space and a point in

xy-space will be transformed into a sinusoidal curve[21].

Figure 3.4: Representation of a line

Using this method, the Hough Transform uses the values of x, y and R to recognize circles in

a image. The Hough Transform will create circles with a certain radius in every pixel of an object

and the calculation of the points with the maximum number of interceptions of those circles will

be computed. In the end, the point with the most interceptions will acknowledge as the center

point.

The Hough transform has proven to be a strong candidate for this project as it has proven to

be efficient and quite reliable in some other similar projects[22].

A team from the university of Indonesia used the Hough Transform method[23] to detect and

track shapes in an indoor environment using the front-facing camera of the AR-Drone. They

accomplish this by following these steps:

• Conversion of the image color model from RGB to HSV.

• Conversion of the video stream into a binary image: since this team detected objects based

on its color and shape, they had to pay close attention to the range of the HSV components

in order to obtain the ideal threshold.

• Following, using a implementation of the Hough Transform method from the OpenCV li-

brary, a circle shape is found.

• The tracking method then uses the information obtained in the previous step and sets a

rectangle window inside the viewfinder of the input image. After, the controller method

uses this information and makes sure that the rectangle always contains the information of

the desirable object to track.
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3.3.2 Machine Learning

Machine learning is a sub-field of artificial intelligence that enables computers to act indepen-

dently without being programmed to do so. Many applications that rely on machine learning

are,for example, self-driving cars, practical speech recognition and effective web search. This is

accomplished by constructing algorithms that are able to learn from available data.

There are different methods that can be categorized as follows:

• Supervised learning which use both the inputs and the outputs in order to replicate an in-

tended model:

– Parametric algorithms.

– Non-Parametric algorithms.

– Support Vector Machines (SVM).

– Kernels.

– Neural networks.

• Unsupervised learning, which are used when there is no information regarding the intended

output:

– Clustering.

– Dimensionality Reduction.

– Recommender Systems.

– Deep learning.

3.3.2.1 Support Vector Machines

In order to gift an UAV with the ability to recognize objects, the machine learning method that is

considered to be of relevant use is Support Vector Machines (SVM).

SVMs are a kernel-based technique that aim to output an optimal separating hyperplane that

categorizes previously labelled images. They are mostly used in patter recognition tasks and re-

quire a training set of images in order to train the classifier. Its modus operandi is finding the

hyperplane that maximizes the margin of the training data. This means that the optimal separating

hyperplane gives the largest minimum distance to the training data.

SVMs have a fairly good success rate towards redundant attributes, have a reliable accuracy

and classify data rather quickly. All this makes SVMs a good choice for this project.



Chapter 4

Work Plan

In order to achieve a successful result in any project, there is the need to always plan ahead. This

allows to prioritise objectives and allocate resources accordingly.

A timeline containing the tasks and objectives to be achieved throughout this project is pre-

sented in section 4.1. A brief description of the project stages is also provided. In section 4.2 a

description of the methodology to be used is presented. Section 4.3 will present the technologies

and tools that will aid the development of this project. To conclude, in section 4.4, the tasks that

have already been completed are presented.

Its important to bear in mind that the presented calendarization is merely a proposal as the

different tasks and the time associated with each of them may be shifted throughout the duration

of the this project.

4.1 Calendarization

Figure 4.1: Gantt Diagram

17
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Table 4.1 presents the sets of the project and the corresponding duration. Bellow, a brief

description of each set is also provided.

Table 4.1: Project Tasks Scheduling

Task Initial Date Duration(weeks) Ending Date
Personal Web page development 18-02-2015 18 29-06-2015
Method Analysis and Development 23-02-2015 9 27-04-2015
Familiarization with the Hardware 13-04-2015 2 27-04-2015
Hardware-Software Integration 27-04-2015 5 1-06-2015
Writing the Dissertation 1-06-2015 4 29-06-2015
Preparing the Presentation 29-06-2015 1 06-07-2015

• Personal Web page development: Throughout the development of the project certain doc-

uments like reports from the meetings with the advisor and weekly reports will need to be

presented. Therefore, a website containing all information will be created and constantly

updated.

• Method Analysis and Development: From all the image processing and machine learning

methods available, those who prove to be useful for the development of this project will be

analysed and use for development.

• Familiarization with the Hardware: Once the development has reach a phase were it can

be tested on an UAV, test regarding the integration with the hardware of the Parrot A.R

Drone will be performed.

• Hardware-Software Integration: The algorithms developed until this point will be adapted

to the Parrot A.R Drone in order to evaluate the real time performance of the system and

take action if the need for some modifications to the project arise.

• Writing the Dissertation: The last part of the project will be the redaction of a report in

which all the research and results will be compiled.

• Preparing the Presentation: A presentation of the project will also be prepared in order to

demonstrate all the work done along the duration of this project.

4.2 Methodology

Throughout the duration of this project, the following methodology will be followed:

• Acquire the required hardware for this project (Parrot AR-Drone).

• Research the image processing methods most suitable for the task at hand.

• Research the machine learning methods that may be most useful for categorizing features in

the drone video stream.
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• Decide which approach to follow regarding and which methods to use.

• Divide the system into three phases (specify and design the architecture of the system), and

implement each one using the previously researched methods:

– Autonomous flight.

– Object recognition.

– Avoidance commands.

• Redaction of the final report and presentation.

4.3 Technologies, tools and work platforms

All the documentation will be done in LATEXand will be available on the personal website that will

be created for that matter.

The implementation of the methods and algorithms to be used in this project will be done

using the C++ programming language. The OpenCV[24] library will be used to ensure fast and

efficient image processing.

The UAV chosen for this project is the Parrot AR.Drone[1] which is complemented with ad-

vanced features and the development from the software side is relatively easy compared to other

quad-copters.

4.4 Concluded tasks

Throughout the duration of curricular unit Preparation for the MSc Dissertation the following

milestones were achieved:

• Preliminary research of the subject of the project.

• Understanding of the different approaches to object detection and tracking.

• Study of some methods such as the Hough Transform and SVMs.

• Research about the AR-Drone hardware and software

• Understanding of navigation nomenclature

• Familiarization with the OpenCV library for C++

• Familiarization with LATEX
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