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A particle swarm optimization approach for constraint joint
single buyer-single vendor inventory problem with changeable
lead time and (r,Q) policy in supply chain
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Abstract In this paper, the chance-constraint joint single
vendor-single buyer inventory problem is considered in which
the demand is stochastic and the lead time is assumed to vary
linearly with respect to the lot size. The shortage in
combination of back order and lost sale is considered and the
demand follows a uniform distribution. The order should be
placed in multiple of packets, the service rate limitation on
each product is considered a chance constraint, and there is a
limited budget for the buyer to purchase the products. The goal
is to determine the re-order point and the order quantity of each
product such that the chain total cost is minimized. The model

of this problem is shown to be an integer nonlinear
programming type and in order to solve it, a particle swarm
optimization (PSO) approach is used. To assess the efficiency
of the proposed algorithm, the model is solved using both
genetic algorithm and simulated annealing approaches as well.
The results of the comparisons by a numerical example, in
which a sensitivity analysis on the model parameters is also
performed, show that the proposed PSO algorithm performs
better than the other two methods in terms of the total supply
chain costs.

Keywords Multi-product inventory . Stochastic demand .

Changeable lead time . Supply chain . Integer nonlinear
programming . Particle swarm optimization

1 Introduction and literature review

As the firms realize that a more efficient management of
inventories across the entire supply chain through better
coordination and more cooperation are in the joint
benefit of all parties involved, the joint single-vendor
single-buyer inventory problem (J-SVSB-IP) has received
an extensive attention in the literature. While some of the
previous research on the joint vendor-buyer problem
focused on the production shipment with constant demand
and lead time, in some research there is no constraint and
the simplest form of the joint single vendor-single buyer
problem is assumed.

One of the earliest researches on the J-SVSB-IP is due to
Banerjee [3], in which he assumed that the vendor played the
role of a manufacturing company with a finite production rate
and considered a lot-for-lot model to satisfy the buyer
requests as separate batches. Moreover, various types of J-
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SVSB-IP were considered by Goyal [12], Goyal and Gupta
[13], and Lu [30]. Hill [18] investigated an unequal shipment
policy for the J-SVSB-IP and concluded that an optimal
policy for this problem is to use shipment sizes that increase
by a fixed factor in the beginning and then remaining
constant after a well-specified number of shipments. Ouyang
et al. [32] extended the Ben-Daya and Raouf’s [4] model in
which shortages were allowed and the total amount of stock-
outs was considered as a mixture of back orders and lost
sales. Hsiao and Lin [19] investigated an economic order
quantity model on Stackelberg game in supply chain; that is,
a distribution channel system containing one supplier and a
single retailer such that the supplier in the channel holds
monopolistic status, in which he not only owns cost
information about the retailer but also has the decision
making right of the lead time. Hariga and Ben-Daya [16]
developed a continuous review inventory model where the
reorder point, the ordering quantity, and the lead time were
the decision variables.

On the joint single-vendor multiple-buyer inventory
problem, Siajadi et al. [38] presented a new methodology to
obtain the joint economic lot size in the case where multiple
buyers are demanding one type of item from a single vendor.
They found the shipment policy and proposed a new model
to minimize the joint total relevant cost for both vendor and
buyer(s). Wee and Yang [48] developed an optimal pricing
and replenishment policies in a supply chain system for a
single vendor and multiple buyers. They showed since it
benefits the vendor more than the buyers in the integrated
system, a pricing strategy with price reduction is incorporat-
ed to entice the buyers to accept the minimum total cost
integrated system. Kim et al. [24] proposed centralized and
decentralized adaptive inventory control models for a supply
chain consisting of one supplier and multiple retailers. The
objectives of the models were to satisfy a target service level
predefined for each retailer. The inventory-control parame-
ters of the supplier and retailers were safety lead time and
safety stocks, respectively.

For more complex supply chains, Su et al. [39] considered
a chain system where facilities produce intermediate or end
items that were shipped to other facilities or customers. They
considered a complicated production process that can be
convergent, divergent, and circulatory. Moreover, Heydari et
al. [17] investigated lead time variability in a serially
connected supply chain with four levels.

On the variable lead time researches, Lodree et al. [29]
investigated a supply chain system in an uncertain demand
and variable lead time setting that encompasses customer
waiting costs as well as traditional plant costs (i.e.,
production and inventory costs). Wang [47] provided a study
of examining two aspects of supply chain flexibility: order
quantity and lead time flexibilities, which have been clarified

as the two most common changes which occur in supply
chains. Wu [49] analytically studied the implication of a
controllable lead time and a random supplier capacity on the
continuous review inventory policy, in which the order
quantity, reorder point, and lead time were decision
variables. Ouyang and Chuang [33] considered a mixture
periodic review inventory model in which both the lead time
and the review period were considered decision variables.
Instead of having a stock-out term in the objective function,
a service level constraint was added to the model.

Meta-heuristic algorithms have been proposed to solve
some of the existing developed inventory models in the
literature. Some of these algorithms are: simulating annealing
[1, 40], threshold accepting [7], Tabu search [20], genetic
algorithms [2, 41, 44], neural networks [9], ant colony
optimization [6], fuzzy simulation [43], evolutionary algo-
rithm [25, 45], and harmony search [10, 26, 42]. Examples
of researches on particle swarm optimization (PSO) algo-
rithm can be found in [14, 27, 36, 50], and Rahimi-Vahed et
al. [34]. Furthermore, there are some applications of the PSO
algorithm on constraint programming of supply chain
problems in the literature (see for example [21, 51]).

In this paper, a constraint joint single vendor-single
buyer inventory problem is considered in which besides the
assumptions of Ben-Daya and Hariga [5] research, the
demand follows a uniform probability distribution, the lead
time is variable, and there exists a linear relation between
the lead time and the lot size. Furthermore, the improve-
ments of the current research over the Ben-Daya and
Hariga’s research [5] are: (1) a combination of back order
and lost sale is considered, (2) service rate is a chance-
constraint for each product, (3) multi-product inventory
system is assumed, (4) orders should be placed in multiple
of packets, (5) the buyer has a limited budget to purchase
the products, and (6) a different meta-heuristic solution
algorithm is proposed to solve the model.

The remainder of the paper is organized as follows. In
Section 2, the problem is defined in details. While in
Section 3, the problem is modeled, the meta-heuristic
solution algorithm of particle swarm is presented in
section 4. Section 5 contains a numerical example along
with the obtained benchmarking the model using different
meta-heuristic algorithms. In Section 6, the proposed PSO
algorithm is illustrated for the given numerical example.
Section 7 contains a sensitivity analysis on the model
parameters, and finally the conclusion comes in Section 8.

2 Problem definition

Consider a J-SVSB-IP in which the buyer is using the
classical (r, Q) continuous review inventory policy and
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the demand is stochastic. Assume that the lead time is a
function of the production lot size. In particular, let the
lead time of each product be proportional to the
corresponding lot size produced by the vendor plus a
fixed delay due to transportation, nonproductive time,
etc.

The relationship between the vendor and the buyer is
described as follows: for the ith product, i=1, 2,..., p, the
buyer orders a lot of size Qi to the vendor and incurs an
ordering cost Ai. The vendor manufactures the product in
lots with a finite production rate Pi and incurs a setup cost
CAv . Then, the buyer receives noi shipments, each contain-
ing Mi packets of ni products, Qi=niMi, and incurs a
transportation cost for each shipment At

i. The buyer places
his order when his on-hand inventory of the ith product
reaches a reorder point ri. Moreover, there are lower limits
on the service rate of each product as chance constraints
and that the buyer has a limited amount of budget to
purchase the products TB. Shortages are allowed and incur
in combination of back order and lost sale. The elements
of the buyer cost function are fixed order, holding,
shortage, and transportation costs. The transportation cost
is constant for each shipment. For the vendor, the set-up
and holding costs are considered. The objective of this
research is to determine the reorder points, the order
quantities and the number of shipments for each product
such that the expected total cost of the supply chain is
minimized.

3 Modeling

To model the problem, let us to first define the parameters and
the variables of the model. Then based on these definitions,
the buyer's, the vendor's, and the chain total costs are derived
in Sections 3.2, 3.3, and 3.4, respectively. The constraints are
next introduced in Section 3.5, and finally the mathematical
model of the problem is given in Section 3.6.

3.1 Parameters and variables

For a specific product i, i=1, 2,..., p, let define the
parameters and the variables of the model as:

ri reorder point of the ith product (a decision variable)
noi number of shipments of the ith product from the

vendor to the buyer (a decision variable)
Mi expected number of the packets for the ith

product order (a decision variable)
ni number of the ith product in each packet
Qi expected amount of the ith product order (a

decision variable in which, Qi=niMi)

SSi safety stock of the ith product (a decision variable)
Di expected demand quantity of the ith product, i.e.,

Di ¼ DMin
i þDMax

i
2

fDi dið Þ probability density functions of Di (a Uniform
density function with parameters DMin

i , DMax
i )

Pi constant production rate of the ith product (Pi≥Di)
SLi the lower limit of the service level for the ith

product
βi percentage of unsatisfied demands of the ith

product that is back ordered
πi the back-order cost per unit demand of the ith productbpi shortage cost for each unit of the ith product that

is lost sale
Ai constant cost per order of the ith product
At
i buyer's constant transportation cost per shipment

of the ith product
Ap
i buyer's constant production cost for each setup of

the ith product
hvi vendor's holding cost per unit time per unit of the

ith product
hbi buyer's holding cost per unit time per unit of the

ith product
bi r;Qð Þ expected amount of the ith product shortage
Bi expected amount of the ith product back order

Bi ¼ bibi r;Qð Þ� �
Li Expected amount of the ith product lost sale

Li ¼ 1� bið Þbi r;Qð Þ� �
Ii expected amount of the ith product inventory
LTi the ith product lead time is assumed to be

LTi ¼ Qi

Pi
þ gi, where γi denotes a fixed delay due

to transportation, production time of other
products scheduled during the lead time on the
same facility, etc.

TB buyer's total available budget
Ci purchasing price per unit of the ith product
CHb expected total holding cost of the buyer
CHv total holding cost of the vendor
CBb buyer's expected total shortage cost in back-order

state
CLb buyer's expected total shortage cost in lost sale state
CAb buyer's expected total order cost
CAv vendor's expected total set up cost
CTb buyer's expected total transportation cost
TCb buyer's expected total cost
TCv vendor's expected total cost
TC expected total cost of the supply chain

3.2 The buyer's total costs

In spite of Ben-Daya and Hariga [5] who modeled the J-
SVSB-IP in the case of the stochastic demand and variable
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lead time, in this research, the J-SVSB-IP is formulated:
allowing shortages as combinations of back orders and lost
sales. Furthermore, there exit transportation costs; service
rate is a chance-constraint for each product; multi-product
inventory system is assumed; orders should be placed in
multiple of packets, and the buyer has a limited budget to
purchase the products. To model the problem, a model for a
single product i is first developed and then it is extended to
include several products.

The buyer's total expected cost per unit time is given by:

TCb ¼ CAb þ CHb þ CBb þ CLb þ CTb ð1Þ

Referring to Fig. 1, CAb and CTb will be calculated as [5]:

CAb ¼
AiDi

noi Qi
ð2Þ

CTb ¼
Di

Qi
At
i ð3Þ

Since the demand is stochastic, according to Hadley–
Whitin’s [15] the expected on hand inventory per unit time
is:

Ii ¼ Qi

2
þ SSi ð4Þ

Where SSi is obtained as (see Appendix 1):

SSi ¼ ri � Di
Qi

Pi
þ gi

� �
þ 1� bið Þ DMax

i � ri
� �2

2 DMax
i � DMin

ið Þ ð5Þ

Hence,

CHb ¼ hbi
Qi

2
þ ri � Di

Qi

Pi
þ gi

� �
þ 1� bið Þ DMax

i � ri
� �2

2 DMax
i � DMin

ið Þ

 !
ð6Þ

Furthermore, the shortage costs in both back-order and lost-
sale states are (see Appendix 2):

CBb ¼
pibiDi DMax

i � ri
� �2

2noi Qi DMax
i � DMin

ið Þ ð7Þ

CLb ¼
bpi 1� bið ÞDi DMax

i � ri
� �2

2noi Qi DMax
i � DMin

ið Þ ð8Þ

Finally, the buyer's total expected total cost per unit time for
the ith product becomes

TCb ¼ CAb þ CHb þ CBb þ CLb þ CTb

¼ AiDi

noi Qi
þ hbi

Qi

2
þ ri � Di

Qi

Pi
þ gi

� �
þ 1� bið Þ DMax

i � ri
� �2

2 DMax
i � DMin

ið Þ

 !

þ pibiDi DMax
i � ri

� �2
2noi Qi DMax

i � DMin
ið Þ þ

bpi 1� bið ÞDi DMax
i � ri

� �2
2noi Qi DMax

i � DMin
ið Þ þ Di

Qi
At
i

ð9Þ
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Fig. 1 The vendor's inventory
graph
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3.3 The vendor's total costs

Ben-Daya and Hariga [5] developed the vendor's total costs
by calculating CAv and CHv as:

CAv ¼
Ap
i Di

noi Qi
ð10Þ

CHv ¼ hvi
Qi

2
noi 1� Di

Pi

� �
� 1þ 2

Di

Pi

� �
ð11Þ

So, the vendor's total cost for the ith product becomes:

TCv ¼ CAv þ CHv ¼
Ap
i Di

noi Qi
þ hvi

Qi

2
noi 1� Di

Pi

� �
� 1þ 2

Di

Pi

� �
ð12Þ

3.4 The chain's total costs

According to Eqs. 9 and 12, the chain's total expected cost
for the ith product is:

TC ¼ TCb þ TCv ¼ CAb þ CHb þ CBb þ CLb þ CTb þ CAv þ CHv

¼ AiDi
noi Qi

þ hbi
Qi

2 þ ri � Di
Qi

Pi
þ g i

� 	
þ 1�bið Þ DMax

i �rið Þ2
2 DMax

i �DMin
ið Þ

� �

þ pibiDi DMax
i � ri

� �2
2noi Qi DMax

i � DMin
ið Þþ

bpi 1� bið ÞDi DMax
i � ri

� �2
2noi Qi DMax

i � DMin
ið Þ

þDi

Qi
At
i þ

Ap
i Di

noi Qi
þ hvi

Qi

2
noi 1� Di

Pi

� �
� 1þ 2

Di

Pi

� �
ð13Þ

3.5 The constraints

In order to model the service level as a chance constraint,
Liu [28] first defined a stochastic constraint function in the
form of G(X, Y) in which X and Y were decision and
stochastic vectors, respectively. Since G(X, Y)≤0 does not
define a deterministic feasible set, he then introduced a
confidence level α at which it was desired the stochastic
constraint G(X, Y)≤0 hold. In other words, he defined a
chance constraint as P G X ; Yð Þ � 0gf � a. For the problem
at hand since the shortages of the ith product only occur
when the demand is more than the reorder point and that the
lower limit for the service level is SLi, then (see Appendix 3):

ri � Qi

Pi
þ gi

� �
DMax

i � DMin
i

� �
SLi þ DMin

i

� �
 � ð14Þ

However, the orders to be placed in packets of size ni
require:

Qi ¼ niMi ð15Þ

Furthermore, since the purchasing price per unit of the
ith product is Ci, the order quantity of the ith product is Qi

and the total budget of the buyer is TB, then the budget
constraint will be:Xp
i¼1

CiQi � TB ð16Þ

3.6 The supply chain multi-constraint multi-product model

Based on Eqs. 13, 14, 15, and 16, the multi-product multi-
constraint inventory model of the supply chain can be
easily obtained as:

MinTC ¼Pp
i¼1

AiþAp
ið ÞDi

noi niMi
þPp

i¼1
hbi

niMi
2 þ ri � Di

niMi
Pi

þ gi
� 	

þ 1�bið Þ DMax
i �rið Þ2

2 DMax
i �DMin

ið Þ
� �
þPp

i¼1

pibiþbpii 1�bið Þ
� �

Di DMax
i �rið Þ2

2noi niMi DMax
i �DMin

ið Þ þPp
i¼1

Di
niMi

At
i

þPp
i¼1

hvi
niMi
2 noi 1� Di

Pi

� 	
� 1þ 2Di

Pi

h i
ð17Þ

s:t: :
Pp
i¼1

CiniMi � TB

Qi ¼ niMi 8i; i ¼ 1; 2; � � � ; p
ri � niMi

Pi
þ gi

� 	
DMax

i � DMin
i

� �
SLi þ DMin

i

� �
 �
8i; i ¼ 1; 2; � � � ; p

SSi ¼ ri � Di
niMi
Pi

þ gi
� 	

þ 1�bið Þ DMax
i �rið Þ2

2 DMax
i �DMin

ið Þ
8i; i ¼ 1; 2; � � � ; p

Qi; noi ; ri;Mi � 0 Integer 8i; i ¼ 1; 2; � � � ; p

In the next section, a solution algorithm is proposed to
solve the model in (17).

4 A solution algorithm

In most inventory models that have been developed so far,
researchers have tried to consider some constraints such as
defective items, shortages, back orders, and so on such that
the objective function of the model becomes concave and
the model can easily be solved by some mathematical
approaches like the Lagrangian or the derivative methods.
However, since the model in (17) is integer-nonlinear in
nature, reaching an analytical solution (if any) to the
problem is difficult [11]. In addition, efficient treatment of
integer nonlinear optimization is one of the most difficult
problems in practical optimization [8].
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Many researchers have successfully used meta-heuristic
methods to solve complicated optimization problems in
different fields of scientific and engineering disciplines;
among them, the particle swarm optimization algorithm is
one of the most efficient methods. Accordingly, in the next
section, a particle swarm meta-heuristic algorithm is
proposed.

4.1 Particle swarm optimization

New ways have been found to optimize problems for less
than a century, but nature has used various ways of
optimization for millions of million years. Recently
scientists mimicked nature to solve different kinds of
complex optimization problems. Most of these problems
are so complicated and time consuming that one cannot use
an exact algorithm to solve them. Thus, typically some non-
precise algorithms are used to find a near-optimum solution
in a shorter period. These algorithms are called heuristic.
Furthermore, a meta-heuristic algorithm is a heuristic
method to solve a very general class of computational
problems by combining user-given black box procedures
(usually heuristics themselves) in the hope of obtaining a
more efficient or more robust procedure. These algorithms
are generally applied to problems for which there is no
satisfactory problem-specific algorithm or heuristic; or
when it is not practical to implement such a method [6].

PSO was proposed by Kennedy and Eberhart [22] in the
mid-1990s while attempting to simulate the choreographed,
graceful motion of swarms of birds as part of a socio-
cognitive study investigating the notion of “collective
intelligence” in biological populations. In PSO, a set of
randomly generated solutions (initial swarm) propagates in
the design space towards the optimal solution over a
number of iterations (moves) based on large amount of
information about the design space that is assimilated and
shared by all members of the swarm. PSO is inspired by the
ability of flocks of birds, schools of fish, and herds of
animals to adapt to their environment, find rich sources of
food, and avoid predators by implementing an “information
sharing” approaches [23].

4.2 The proposed PSO algorithm

The PSO algorithm consists of three main steps; generating
particle’s positions and exploration velocities, updating
exploration velocity, and position update. These parts will
be described in Sections 4.3, 4.4 and 4.5, respectively.

4.3 Initializing particles’ positions and exploration velocities

A particle refers to a point in the designed space that
changes its position from one move (iteration) to another,

based on exploration velocity updates. The type of particles
is associated with the number of variables involved in a
problem. In this research, there are three decision variables
(ri, Mi, and noi ) for each product. As PSO is a population-
based optimization algorithm, each particle is an individual
and the swarm is composed of particles. Mapping between
swarm and particles in PSO is similar to the relationship
between population and chromosomes in genetic algorithm.
The swarm size will be denoted by N. Using the upper and
the lower bounds on the design variables' values, Xmin and
Xmax, the positions, X i

k , and the exploration velocities, V i
k ,

of the initial swarm of particles can be first randomly
generated. The positions and exploration velocities are
given in a vector format where the superscript and subscript
denote the ith particle in the population at kth iteration
(generation). "Rand" is a uniformly distributed random
variable that can take any value between 0 and 1. This
initialization process allows the swarm particles to be
generated randomly across the design space. Equations 18
and 19 are used to initialize particles, in which Δt is the
constant time increment and assumed to be 1.

X i
0 ¼ Xmin þ Rand Xmax � Xminð Þ ð18Þ

V i
0 ¼

Xmin þ Rand Xmax � Xminð Þ
Δt

¼ position

time
ð19Þ

The initialization is a very important process of the PSO
algorithm to become convergent. Two common methodolo-
gies to generate the initial solution are: (1) generating feasible
solutions or (2) random generation. In this paper, to generate
the initial solution, the first methodology is used. In other
words, since a solution vector, because of its exploration
velocity, may dissatisfy a constraint, the feasibility of a
generated solution in each step is checked. As a result, if a
solution vector does not satisfy a constraint, the related vector
solution will be punished by a big penalty on its fitness.

4.4 Updating the exploration velocities

Using the fitness values that are obtained based on the
particles current positions in the design space at time k, the
exploration velocities of all particles at time k+1 are
updated. The fitness function value of a particle not only
determines which particle has the best global value in the
current swarm or population, Pg

k , but also determines the
best position of each particle over time, Pi, in the current
and all previous moves. The exploration velocity update
formula uses these two pieces of information for each
particle in the swarm along with the effect of current
motion, V i

k , to provide a search direction, V i
kþ1 for the next

iteration and to ensure good coverage of the design space
and avoid entrapment in local optima.
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The exploration velocity update formula includes some
random parameters, rand, represented by the uniformly
distributed variables. The three values that affect the new
search direction, namely, current motion, particle own
memory, and swarm influence, are incorporated via a

summation approach as shown in Eq. 20 with three weight
factors, namely, inertia factor, w, self-confidence factor, C1,
and swarm confidence factor, C2, respectively. The con-
straint in Eq. 21 formed by Vmax, a maximum exploration
velocity, is specified to clamp the excessive accelerations.

ð20Þ

if V i
kþ1 > Vmax

� �
; V i

kþ1 ¼ Vmax

if V i
kþ1 < �Vmax

� �
; V i

kþ1 ¼ �Vmax

ð21Þ
The inertia weight w controls how much of the

previous exploration velocity should be retained from the
previous step. A larger inertia weight facilitates a global
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Set i=1 (i
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Fig. 2 The flowchart of the
proposed PSO algorithm

Int J Adv Manuf Technol (2010) 51:1209–1223 1215



search, while a smaller inertia weight facilitates a local
search. A balance can be achieved between global and
local exploration to speed up search results using a
dynamically adjustable inertia weight formulation. Intro-
ducing a linearly decreasing inertia weight into the
original PSO significantly improves its performance
through the parameter study of inertia weight [31, 37].
The linear distribution of the inertia weight is expressed as
follows [31]:

w ¼ wmax � wmax � wmin

kmax
� k ð22Þ

where, wmax and wmin are the initial and final values of
weighting coefficient, and kmax and k are the maximum
iteration number and iteration counter, respectively. The
related results of the two parameters wmax=0.9 and wmin=
0.4 were investigated by Shi and Eberhart [37] and Naka
et al. [31].

Salman et al. [35] used the values of 0.9, 2, and 2 for w,
C1 and C2 respectively, and suggested upper and lower
bounds on these values shown in Eq. 20. Other combinations
of the parameter values usually lead to much slower
convergence or sometimes non-convergence at all. The tuning
of the PSO algorithm weight factors is a topic that warrants
proper investigation but is outside the scope of this work.
Meanwhile, according to some suggestions in the literature
(see [31, 37]) in this research Eq. 22 for w is considered. Also
different values for C1, C2 and N (population size) are
considered and all possible combinations of them are
examined. Finally, the best combination of the parameters
from all of the considered values in Table 3 is chosen.

4.5 Updating the position

Position update is the final step of a PSO-iteration and
is performed using the current particle position and its

own updated exploration velocity vector shown in
Eq. 23.

X i
Kþ1 ¼ X i

K þ V i
Kþ1Δt ð23Þ

In short, the pseudo code of the proposed PSO algorithm is:

Initialize position (X0) and velocity of N particles
P1=X0

DO

k=1
FOR i=1 to N particles

IF f (Xi)<f (P
i) THEN Pi=Xi

Calculate new velocity of the particle
Calculate new position of particle
Pg
k ¼ minðPÞ

END FOR
k ¼ k þ 1

UNTIL a sufficient good criterion is met.

Figure 2 shows the flowchart of the proposed algorithm.
In the next section, a numerical example is given to

illustrate the application of the proposed PSO algorithm in a
real world environment.

5 A numerical example

Consider a multi-product inventory control problem with
ten products and general data given in Tables 1 along with

Table 1 General data of the example

Prod. ni DMin
i DMax

i μi γi Pi SLi βi Ci πi bpi Ao
i At

i Ap
i hvi hbi

1 1 800 120 1,000 0.01 3,500 0.5 0.5 60 10 12 50 25 400 5 6

2 2 1,300 1,700 1,500 0.01 3,500 0.5 0.05 60 10 12 50 25 400 5 6

3 5 1,800 2,200 2,000 0.01 3,500 0.5 0.5 60 10 12 50 25 400 5 6

4 6 2,300 2,700 2,500 0.01 3,500 0.5 0.5 60 10 12 50 25 400 5 6

5 10 2,800 3,200 3,000 0.01 3,500 0.5 0.5 60 10 12 50 25 400 5 6

6 1 3,300 3,700 3,500 0.02 6,000 0.8 0.9 30 5 7 70 50 600 2 3

7 2 3,800 4,200 4,000 0.02 6,000 0.8 0.9 30 5 7 70 50 600 2 3

8 5 4,300 4,700 4,500 0.02 6,000 0.8 0.9 30 5 7 70 50 600 2 3

9 6 4,800 5,200 5,000 0.02 6,000 0.8 0.9 30 5 7 70 50 600 2 3

10 10 5,300 5,700 5,500 0.02 6,000 0.8 0.9 30 5 7 70 50 600 2 3

Table 2 The parameters of the PSO algorithm

C2 C1 N

1.5 1.5 10

2 1.75 50

2.5 2 100
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TB=500,000. Each particle has 30 variables (three decision
variables for each of the 10 products). Table 2 shows the
different values of the PSO parameters used to obtain the
solution. In this research, all of the possible combinations of
the PSO parameters in Table 2 are employed and using the
min (min) criterion, the best combination of the parameters
has been selected. The best combination of the PSO
parameters for this example is obtained as C1=C2=2, N=100.

In order to show that the proposed PSO algorithm is an
effective means of solving the complicated inventory model
of this research, the genetic algorithm and simulated
annealing approaches of Taleizadeh et al. [46] are also
employed to solve the numerical example. The best results
obtained by the three methods are given in Tables 3, 4, and
5. In these tables, SSi and Qi are the safety stock and the
order quantity given in Eqs. 5 and 15, respectively.

A comparison of the results in Tables 3, 4, and 5 show
that the PSO algorithm performs better than the genetic
algorithm (GA) and the simulated annealing (SA) algorithms

in terms of the objective function values. Furthermore, the
convergence paths of the best result of the objective function
for all methods are shown in Figs. 3, 4, and 5.

In order to show how the proposed PSO algorithm
works, in the next section, the first two iterations are
described in details.

6 Illustration of the proposed PSO algorithm

The illustration of the first two iterations of the PSO
algorithm for the numerical example is as follows:

6.1 Particles initialization

Since 100 particles were found as the best population size
in this problem, they are randomly generated for the first
iteration employing Eqs. 18 and 19 and using the lower and
the upper bounds on Mi, noi , and ri that are given in Table 6.

Table 3 The best result of the PSO algorithm

Product Buyer Vendor Chain

ri Mi Qi SSi TC(b) noi TC (v) TC ¼ TCðbÞ þ TCðvÞ

1 137 371 371 73 182,400 11 71,540 253,940
2 199 195 390 1,425 15

3 603 179 895 167 10

4 2,245 165 990 164 13

5 2,543 149 1,490 150 8

6 697 956 956 119 15

7 706 394 788 162 15

8 1,482 331 1,655 144 12

9 1,819 270 1,620 180 7

10 4,647 342 3,420 154 10

Table 4 The best result of the GA

Product Buyer Vendor Chain

ri Mi Qi SSi TC (b) noi TC (v) TC ¼ TCðbÞ þ TCðvÞ

1 85 203 203 794 201,152 15 67,220 268,372
2 320 329 658 1,213 9

3 445 142 710 1,944 11

4 1,792 171 1,026 1,549 11

5 2,580 161 1,630 1,393 9

6 368 488 488 1,401 15

7 685 430 860 1,576 15

8 1,358 328 1,640 1,434 15

9 2,135 351 2,106 1,454 15

10 4,290 297 2,970 1,706 11
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Based on the fact that there is a relation between ri and
Mi (see Eqs. 14 and 15), the minimum feasible value of ri
for a particle can be calculated based on its Mi. Moreover,
using the lower and the upper bounds given in Table 6, ri
can then be randomly generated. Hence, the calculation of
M1, no1 and r1 are described as follows:

M1 ¼ 100:00þ 1000:00� 0:00ð Þ � 0:698 ¼ 998

no1 ¼ 1:00þ 20:00� 0:00ð Þ � 0:5 ¼ 11

r1 � 998� 1

3500

� �
þ 0:01

� �
� 1200� 800ð Þ � 0:5ð Þ þ 800½ � ¼ 296

The value of r1 is then randomly generated between 296
and 6,000 as r1=347.

Similarly, all 100 particles are generated using different
random numbers. Based on the lower and the upper bounds
of the variables, the initial exploration velocity vector of the
first particle in the initial iteration is shown in Table 7.

6.2 Particle updating

In successive iterations, each particle is updated by
changing its position using Eqs. 20 and 21. For the first
iteration, Table 8 shows the first five particles of 100
randomly generated particles along with their evaluated
objective function values.

In the first iteration, Pi values of the particles are their
initial values. However, in the next generations, the
particles with minimum objective function values are
chosen to be the Pi values of the particles. Using Eq. 20
and according to the best parameter combination, C1=C2=
2, N=100, the exploration velocity calculation for position
updating process is derived as follows:

V 1
2 ¼ 0:9� V 1

1


 �þ 2:0� 0:53834� 1 st particle � 1 st particleð Þ½ �
þ 2:0� 0:9961� 78th particle � 1 st particleð Þ½ �

ð24Þ

In the second iteration, the exploration velocity of the
first particle is calculated using Eq. 24 and is shown in
Table 9 along with its objective function value of 428,989.
The velocities and the objective function values of the
remaining particles are updated in a similar way and Pi and
Pg
k are chosen for the second iterations. In this process, if an

updated particle is not feasible, its corresponding objective
function value takes a big value as 10,000,000.

7 A sensitivity analysis

To study the effects of the parameter changes on the best
result derived by the proposed method, a sensitivity
analysis is performed by changing (increasing or decreas-
ing) the parameters Di, Pi, SLi, πi, bpi, hvh and hbi by 10% and
40% and taking one parameter at a time, keeping the
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Fig. 3 Convergence path of the objective function by PSO

Table 5 The best result of the SA algorithm

Product Buyer Vendor Chain

ri Mi Qi SSi TC (b) noi TC (v) TC ¼ TCðbÞ þ TCðvÞ

1 120 281 281 759 240,620 10 62,660 303,280
2 310 321 642 1,227 7

3 589 160 800 1,734 10

4 887 175 1,050 2,166 10

5 1,735 181 1,810 1,495 11

6 363 472 472 1,409 12

7 627 378 756 1,639 12

8 1,700 385 1,925 1,291 15

9 2,058 378 2,268 1,302 12

10 4,840 213 2,130 2,870 13
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remaining parameters at their original levels. This analysis
is performed on the numerical examples given in Section 5.
The results of the sensitivity analysis are shown in Table 10.

A careful study of Table 10 reveals the followings in the
uniform distribution case:

& The buyer's total cost (TCb) is highly sensitive to the
changes in the expected values of demand rate, and
moderately sensitive to the changes in the values of
production rate, lost sale cost and holding cost of the
buyer. Also, TCb is slightly sensitive to the changes in
the values of service level, back order, and holding costs
of the vendor.

& The vendor's total cost (TCv) is highly sensitive to both
changes in the expected value of demand and the value
of productions rate, and moderately sensitive to the

changes in the value of vendor holding cost. Moreover,
TCv is slightly sensitive to the changes in the value of
the service level, back-order cost, lost sale cost, and
holding cost of the buyer.

& The TC is highly sensitive to the changes in the expected
value of the demand and moderately sensitive to the
changes in the value of the production rate, lost sale cost,
and holding cost of the buyer. Furthermore, TC is
slightly sensitive to the changes in the value of service
level, back order, and holding cost of the vendor.

It should also be mentioned that in the above example, Di

and Pi have the main affects on the system performances.

8 Conclusion and recommendations for future research

In this paper, a multi-product multi-chance constraint joint
single buyer-single vendor inventory problem was investi-
gated. The customer demand was assumed stochastic and the
lead time varied linearly with respect to the lot size. The orders
were assumed to be placed in multiple of packets, the service
rate limitation of each product was considered a chance
constraint, and that there was a limited budget for the buyer to
purchase the products. The aim of the study was to determine
the optimal re-order point and the order quantity of each
product to minimize the total supply chain cost. A mathemat-
ical model that includes the costs of transportation, fixed
order, holding, and shortage in both back-order and lost-sale
states for the buyer and the set-up and holding costs for the
vendor was introduced. As the model was shown to be integer
nonlinear, the particle swarm optimization, genetic algorithm,
and simulated annealing techniques have been used to
benchmark the model. A practical numerical example along
with the illustration of the first two iterations of the PSO
algorithm was given to demonstrate the applicability of the
proposed methodology. A comparison of the results shows
that the PSO algorithm performs better than the GA and SA
algorithms in terms of the objective function values. Finally, a
sensitivity analysis on some model parameters was performed
to bring some managerial insights.

Some recommendations for future works are to deploy
multi-buyer or multi-vendor cases, assuming fuzzy
demands, and considering stochastic or fuzzy lead times.

Table 6 Lower and upper bounds for the variables in the initialization
step

Variable Lower limit Upper limit

Mi 0 1,000

noi 0 20

ri Based on
Eq. 14
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Fig. 5 Convergence path of the objective function by SA
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Appendix 1: the safety stock

SSBackorderi and SSLost�Sale
i can be calculated in different

ways such as:
For the back order, we have:

SSBackorderi ¼
Z1
0

ri � Dið ÞfDi dið ÞdDi ¼
Z1
0

ri fDi dið ÞdDi

�
Z1
0

Di fDi dið ÞdDi ¼ ri � mD ¼ ri � Di LTið Þ

Since all shortages are lost in the lost-sale case, when the
demand during the lead time is greater than the re-order
point, the safety stock becomes zero. Hence:

SSLost�Sale
i ¼

Zri
0

ri � Dið ÞfDi dið ÞdDi ¼
Z1
0

ri � Dið ÞfDi dið ÞdDi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ri�Di LTið Þ

�
Z1
ri

� Di � rið Þ½ �fDi dið ÞdDi

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
�bi r;Qð Þ

¼ ri � Di LTið Þ þ bi r;Qð Þ

Since the expected amount of the ith product back order
is Bi ¼ bibi r;Qð Þ, in combination form of the back order
and lost sale we have:

SSCombination
i ¼ SSLost�Sale

i � bibi r;Qð Þ
¼ ri � Di LTið Þ þ bi r;Qð Þ � bibi r;Qð Þ
¼ ri � Di LTið Þ þ 1� bið Þbi r;Qð Þ

In other way,

SSCombination
i ¼ biSS

Backorder
i þ 1� bið ÞSSLost�Sale

i

¼ biri � biDi LTið Þ þ 1� bið Þri
� 1� bið ÞDi LTið Þ þ 1� bið Þbi r;Qð Þ

¼ ri � Di LTið Þ þ 1� bið Þbi r;Qð Þ
Now, since the demand distribution function is a

continuous uniform and shortage occur when the demand
is more than the reorder point, the expected shortage will be:

bi r;Qð Þ ¼
ZDMax

i

ri

Xi � rið Þ 1

DMax
i � DMin

i

dDi

¼ Xi � rið Þ2
2 DMax

i � DMin
ið Þ


DMax

i

ri

¼ DMax
i � ri

� �2
2 DMax

i � DMin
ið Þ

Table 7 Initial velocity vector of the first particle

Product (i) 1 2 3 4 5 6 7 8 9 10

V 1
1 Mið Þ 556 239 582 578 170 496 117 439 296 453

V 1
1 noi
� �

5 2 7 7 6 14 5 7 6 2

V 1
1 rið Þ 416 373 178 342 2,810 579 524 478 2,367 2,491

Table 8 The first five particles of the first iteration

Product (i) First particle Second particle Third particle Fourth particle Fifth particle

Mi noi ri Mi noi ri Mi noi ri Mi noi ri Mi noi ri

1 998 11 347 115 6 569 227 7 101 580 3 176 179 6 110

2 567 6 507 148 2 183 545 5.8 530 508 6 494 336 4 322

3 334 4 976 258 5 806 169 4.8 511 299 9 889 238 5 718

4 181 3 840 319 1 1,412 520 2.8 2,267 315 8 1,423 105 6 490

5 364 3 3,160 497 6 4,304 221 6.6 1,977 231 12 2,025 118 8 1,083

6 231 5 244 322 4 299 198 3.4 204 534 11 423 477 11 386

7 474 5 755 477 8 751 336 5.3 562 172 5 361 188 19 363

8 214 1 963 427 4 1,746 392 6.8 1,631 275 6 1,178 436 5 1,181

9 512 2 2,755 349 1 1,938 242 7.4 1,384 137 4 820 131.9 17 809

10 139 7 2,755 392 1 3,801 290 6.2 2,859 157 1 1,922 243.7 14 2,431

Objective unction 468,905 490,356 480,572 493,256 437,296
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Finally, knowing that LTi ¼ Qi

Pi
þ gi

� 	
we have:

SSi ¼ ri � Di
Qi

Pi
þ gi

� �
þ 1� bið Þ DMax

i � ri
� �2

2 DMax
i � DMin

ið Þ

Appendix 2: the buyer back order and lost sale costs

According to Appendix (1), we have:

bi r;Qð Þ ¼ DMax
i � ri

� �2
2 DMax

i � DMin
ið Þ

Knowing that:

Bi ¼ bi
Di

noi Qi
bi r;Qð Þ ¼ bi

Di

noi Qi

DMax
i � ri

� �2
2 DMax

i � DMin
ið Þ

Li ¼ 1� bið Þ Di

noi Qi
bi r;Qð Þ ¼ 1� bið Þ Di

noi Qi

DMax
i � ri

� �2
2 DMax

i � DMin
ið Þ

The expected costs of back order and lost sale based on
the expressions for πi and bpi are:
CBb ¼

pibiDi DMax
i � ri

� �2
2noi Qi DMax

i � DMin
ið Þ

CLb ¼
bpi 1� bið ÞDi DMax

i � ri
� �2

2noi Qi DMax
i � DMin

ið Þ

Appendix 3: service rate as a chance constraint

Knowing that if X∼U [a, b] then Y ¼ KX � U Ka;Kb½ �, the
distribution function of Di(LTi) is uniform on LTið ÞDMax

i ;



LTið ÞDMin
i �. Since the shortages of the ith product only

occur when the demand during the lead time is more than
the reorder point and the lower limit for the service level is
SLi, then:

P Di LTið Þ � rið Þ � SLi

)
Zri

LTi DMin
ið Þ

1

LTi DMax
i � DMin

ið Þdi � SLi

) ri � LTi DMin
i

� �
LTi DMax

i � DMin
ið Þ � SLi

) ri � LTi D
Max
i � DMin

i

� �
SLi þ LTi D

Min
i

� �
) ri � LTi DMax

i � DMin
i

� �
SLi þ DMin

i

� �
 �
) ri � Qi

Pi
þ gi

� �
DMax

i � DMin
i

� �
SLi þ DMin

i

� �
 �

Table 9 The first particle of the second iteration

First particle 1 2 3 4 5 6 7 8 9 10

Mi 757 1,148 904 575 606 1,501 782 1,399 640 918

noi 6 4 11 8 6 3 14 15 12 7

ri 585 1,115 2,102 1,533 3,010 1,274 1,217 4,844 2,328 5,978

Table 10 The results of the sensitivity analysis

Parameters %
Changes

% Changes in

TC (b) TC (v) TC

Di +40 +80 −84 +39

+10 +30 −19 +16

−10 −16 −6 −13
−40 −50 −39 −47

Pi +40 +10 +31 +16

+10 +17 +8 +15

−10 +11 −31 −0.65
−40 Infeasible Infeasible Infeasible

SLi +40 −4 −4 −4
+10 +15 −3 +10

−10 +8 +5 +7

−40 +7 −3 +4

πi +40 +6 +2 +4

+10 −1 +1 −0.3
−10 −7 −1 −5
−40 −12 −10 −12

p̂i +40 +18 −0.7 +12

+10 +5 −0.5 +2

−10 −12 −2 −9
−40 −16 −11 −13

hvi +40 +6 +27 +10

+10 +3 +12 +7

−10 −3 −10 −2
−40 −5 −22 −5

hbi +40 +25 +3 +19

+10 +7 +0.3 +4

−10 −3 −3 −3
−40 −29 −2 −22
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