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Reproducibility of the Hydrodynamic Performance and
Measurements in a Liquid-Liquid Ku1 hni Extraction
ColumnsRelevance to Theoretical Model Evaluation

Luı́sa N. Gomes,† Margarida L. Guimarães,† José C. Lopes,† Carlos N. Madureira,‡
Johann Stichlmair,§ and José J. Cruz-Pinto*,|

CIEA/Departamento de Engenharia Quı́mica and Faculdade de Engenharia, Instituto Superior de
Engenharia do Porto, Porto, Portugal, Lehrstuhl für Fluidverfahrenstechnik, Technical University of Munich,
Munich, Germany, and CICECO/Departamento de Quı́mica, Universidade de Aveiro,
3810-193 Aveiro, Portugal

Liquid-liquid systems research increasingly concentrates on computer simulations. However,
the possibility of adequately testing complex theoretical models against experiments is hindered
by a lack of reliable reproducibility data for laboratory and pilot-plant measurements. This
strongly limits meaningful evaluation of the increasingly complex process and equipment models/
algorithms that are being developed. In this work, experimental data are obtained in a pilot-
scale Kühni column, and model parameters and simulated data are generated using a drop
population balance model and algorithm. The results can be summarized as follows: (i) As
measured by the magnitude of careful random error and corresponding confidence limits
estimates, the simulation results exhibit excellent agreement with experimental drop-size
distributions and fair conformity with measured dispersed-phase hold-ups. (ii) Both experimental
and simulated results show that interdrop coalescence is always present within a column
extractor, even at low dispersed-phase hold-ups, and thus cannot be neglected in any physically
realistic and accurate modeling.

Introduction

Many engineering processes involve the mixing of two
immiscible liquids. An intimate interdispersion of the
liquids is obviously of major importance for an efficient
extraction operation, as the interfacial area available
for mass transfer is thus significantly increased.

Thus, in the past few decades, mechanically agitated
devices for liquid-liquid contact in extraction equip-
ment have acquired great importance, because of their
capability of creating and maintaining large interfacial
areas, which promote mass transfer. Contrary to early
theoretical expectation, however, the efficient behavior
of these contactors has been shown to be due not only
to these large interfacial areas, but also to the mixing
effects caused by drop interactions, i.e., breakage and
coalescence.

In recent years, many authors have spent consider-
able efforts in modeling these columns and in attempt-
ing experimental validation of their models. Models such
as those of Cruz-Pinto;1 Casamatta and Vogelpohl;2 Laso
et al.;3 Tsouris et al.;4 and, more recently, Gerstlauer
et al.5 have been declared able to describe the results
of their authors’ ad hoc experiments with reasonable
accuracy, even if most of them adopted significant

simplificationsssuch as ignoring coalescence and/or
considering only the steady statesto make calculations
feasible in a reasonable amount of time.

Recently, an algorithm previously developed by
Ribeiro6,7 has been modified to accurately describe the
transient behavior of a continuous ideally agitated
vessel, ignoring no important phenomena except Ma-
rangoni effects, that required only modest computer
resources and very low computation times. Details of
these models and corresponding algorithms are given
elsewhere by Ribeiro et al.8 This algorithm, further
adapted by Regueiras9,10 to model an agitated column
by stagewise solution of the population balance equa-
tions under dynamic conditions was designed to com-
pute the drop-size distribution and local dispersed-phase
hold-up profiles along a column. Its use yielded encour-
aging qualitative agreement with the experimental
results obtained in a pilot-plant Kühni column.11

On the other hand, a thorough search of all available
relevant literature has shown that no quantitative
studies of the error in the measurement of drop-size
distributions and hold-up have ever been published. As
mentioned above, several simulation models have been
developed, but the various research groups involved
apparently have never fully taken into consideration
possible experimental errors when comparing simulated
and experimental results. The objective of this paper is
to report the results of an error analysis on such
experimental measurements and to conclude how ex-
perimental errors affect and should guide theoretical
model and algorithm evaluation studies. Because the
hydrodynamics alone was contemplated, all experiments
were conducted in the absence of mass transfer and so
with no solute.
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Experimental Work

The experimental work was carried out by Gomes11

in a Kühni pilot-plant column (inside diameter of 150
mm, active height of 2520 mm, divided into 36 stirred
compartments with 25% free area baffle plates, located
at Munich University). The test system was the equili-
brated, standard, high-interfacial-tension toluene (dis-
persed phase)-water (continuous phase) system. The
physical properties of both fluids (at 20 °C) are reported
in Table 1.

Experiments were performed at room temperature,
under steady-state conditions, and under both normal
and extreme conditions of agitation intensity and dis-
persed- and continuous-phase flow rates. Details of the
data reported by Gomes11 can be obtained from the
authors, and other similar data are available from
Zamponi.12

The extraction column is equipped with measurement
devices that allow the investigation of the hydrodynamic
conditions along the column. A photoelectric technique,
initially developed by Pilhofer,13 was used to measure
the axial drop-size distribution profiles. The drop slug
length in a capillary was determined with two pairs of
photoelectric cells on a calibrated capillary. This instru-
mentation was installed in five compartments (2nd, 5th,
11th, 21st, and 35th) of the column. For each measure-
ment of the drop-size distribution, 1000 sample drops
were collected. Unfortunately, the experimental setup
did not provide for the acquisition of the feed drop-size
distribution, nor even of the drop-size distribution at
the first column stage.

Some difficulties were found during the calibration
of the probe located at the fifth stage. Later, the results
of the measurements confirmed the anomalous behavior
of the measuring device at this stage, possibly due to a
defective probe.

The local hold-ups were monitored at four compart-
ments, namely, the 4th, 10th, 16th, and 22nd, using a
noninvasive ultrasonic technique described by Yi and
Tavlarides.14 Simultaneously, the overall column hold-
up was measured using the pressure difference between
the top and bottom of the active part of the column. All
of these data, as well as the intensity of agitation and
the flow rates of the dispersed and continuous phases,
were recorded on-line using a personal computer.

Experimental results were obtained as data files
created by Hydromess,13 a computer program developed
at the University of Clausthal (Clausthal, Germany) and
implemented in the University of Munich’s pilot-scale
Kühni column. From a collection of 1000 drop-size
measures, this program computes the number, volume,
and surface-area drop-size distributions and the mean
diameters. Drop-size distributions were obtained for
steady-state conditions alone, with each measurement
taking about 2 h, depending on the agitation intensities
and the resulting average drop size. In addition, because
different runs were performed under the same operating
conditions but under uncontrolled environmental condi-
tions (in particular, environment temperature was not
even measured), these are also liable to variation.

Although uncontrolled environmental conditions could
be expected to be an important source of variation of
the size and hold-up measured data, no significant
difference was observed between measurements in two
experimental campaigns at different times of the year.

Several experiments were planned and performed,
under steady state and at a constant continuous-phase/
dispersed-phase flow ratio (QC/QD ) 1.28). The standard
operating conditions were defined for two different sets
of fluid flow velocities labeled as follows:

Error Analysis

During the experiments carried out with the extrac-
tion column, we detected evidence of systematic errors
affecting the drop-size measurements in the fifth stage.
Unfortunately, it was impossible to identify and correct
the source of these possible errors. The random errors,
however, whose magnitude is crucial to data quality,
cannot be avoided but can be the object of adequate
statistical treatment.

Statistical theory allows us to determine a confidence
interval for the most plausible estimatesthe sample
average, xjsof the mean, µ, of a population and to state
with some predefined plausibility that the sought mean
will lie somewhere within such an interval.

In our case, small-sample theory must be invoked for
this purpose, and the confidence interval can be calcu-
lated as xj ( ts/xn, where s is the sample mean square
deviation, n is the number of available samples, and t
is the Student’s t for the appropriate significance level
(98%, in our case) and number of degrees of freedom (n
- 2, because two of degrees of freedom used to estimate
the mean and the mean square deviation).

Confidence Channel for Local Drop-Size
Distributions

Under normal industrial or pilot-plant experimental
conditions, the drop-size distribution is influenced by
fluid contamination through variations in the interfacial
tension, a key variable affecting the drop interaction
dynamics. It is almost impossible and highly uneco-
nomical to stop an industrial installation to perform
fluid cleansing, although periodic removal of impurities
accumulated at the top or bottom interfaces can be
adopted as routine procedure. Further, interfacial ten-
sion is highly dependent on temperature, an environ-
mental variable whose control is highly unwieldy to
implement.

As stated above, in the experimental setup used here,
environmental conditions were neither controlled nor
measured, so we planned repeat runs to study data
reproducibility and the resulting measurement and
sampling errors. This information was used to realisti-
cally assess the quality of the theoretical performance
predictions.

The absolute instrumental error implicit in the size
class-by-class drop counts directly influences the relative
drop-size errors, because drops might be reported to
belong to one class when they should be reported to
belong to a neighboring one. Figure 1 shows the relative

Table 1. Physical Properties of Toluene and Water at 20
°C

density
(kg‚m-3)

viscosity
(Pa‚s)

interfacial
tension (N‚m-1)

toluene 866.7 0.586 × 10-3
33.4 × 10-3

water 998.2 1.003 × 10-3

B12: QD ) 120 L‚h-1, QC ) 94 L‚h-1,
agitation rate ) 170 rpm

B16: QD ) 160 L‚h-1, QC ) 125 L‚h-1,
agitation rate ) 140 rpm
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error, ts/(xjxn), as computed by the Student’s t-distri-
bution for six runs performed under the operating
conditions designated B16-standard condition; the curves

are typically U-shaped, with both small and large size
classes exhibiting anomalously high relative errors.

For small drop sizes, this anomaly can be ascribed to
small-diameter drops not being stretched enough by the
capillary, thus presenting insufficient length to be
accurately measured. The fact that the error is minimal
for drop diameters just above the capillary diameter (0.8
mm) seems to confirm this interpretation.

In the case of the larger sizes, which are relatively
infrequent in number, the sampling error is correspond-
ingly high because even only one misplacement error
can translate into a large relative error. This interpre-
tation seems to be confirmed by the error in the larger
sizes (Figure 1) increasing upward along the column,
the direction along which, for the present conditions,
the tail of the number size distribution becomes shal-
lower and shallower.11

To minimize the relative error for the larger size
classes, we took the cumulative size distributions. Using
the cumulative frequencies (i.e., counting for each class
all drops smaller than the upper limiting size of the
class), the error curves become significantly different,
because the larger size classes now contain a consider-
ably larger number of drops.

Figure 2 shows the average cumulative frequencies
at the different column stages for the B16-standard
experiment. The following features should be noted in
this figure: (i) No sizes under 0.4 mm are measured.
(ii) The position of the cumulative curve for the second
stage is anomalous (with the cumulative frequencies
lying above those of the fifth stage, although they should
be below); this anomaly can be ascribed either to
perturbations resulting from the closeness of the feed
stage or to systematic error (which is not eliminated by
averaging) in the size measurement at the fifth stage,
as implied by the particular difficulty in the calibration
of the corresponding capillary. (iii) The rise of the
cumulative curves becomes gradually steeper for suc-
cessively higher stages of the column, confirming the
dominance of division over coalescence in this range of
agitation power densities, as found by virtually all
previous research.

Figure 3 shows the estimated (random) relative error
of the cumulative frequencies, computed from the
Student’s t-distribution for different runs at B16-
standard conditions. A careful analysis of this plot
shows the following characteristics: (i) very high rela-
tive errors for the smaller size classes (0.4 and 0.6 mm),
probably due to class confusion (insufficient accuracy)
by the measuring device; (ii) plausible relative errors
(below 7%) for the size classes immediately above the
capillary diameter (0.8 mm); and (iii) diminishing errors
for the successively coarser classes, as expected from
the regularization effect of using cumulative drop
numbers.

The same study was performed for the results of B12-
standard runs. Under these operating conditions, the
average drop size obtained in the first two column stages
is larger. This fact results from the increase in the
coalescence frequency brought about by the higher
rotation rate, combined with the lower flows, as can be
seen in Figure 4, which shows experimental local drop-
size number distributions along the column height
under B16- and B12-standard conditions. It should also
be noticed in Figure 4 that the B12-standard conditions

Figure 1. Relative error calculated from number drop-size
distributions at different stages of the column under B16-standard
operating conditions (QC ) 125 L‚h-1, QD ) 160 L‚h-1, 140 rpm).

Figure 2. Cumulative frequencies for the number drop-size
distributions at the different stages of the column under B16-
standard operating conditions (QC ) 125 L‚h-1, QD ) 160 L‚h-1,
140 rpm).

Figure 3. Relative error calculated from cumulative number drop-
size distributions at the different stages of the column under B16-
standard operating conditions (QC ) 125 L‚h-1, QD ) 160 L‚h-1,
140 rpm).
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expectedly lead to a higher breakage frequency at the
upper stages of the column than the B16-standard
conditions.

Under these new operating conditions, however, the
errors for the large drop sizes are slightly smaller than
under B16-standard conditions,with Figure 5 showing
the same general behavior of the relative error of the
number drop-size distributions.

As before, to decrease the relative error of the larger
drop-size frequencies in the upper stages, cumulative
distributions were computed.

Figure 6 presents a comparison among the average
cumulative drop-size distributions measured at the
different column stages under B12-standard conditions.
The anomalous position of the curve for the fifth stage,
although less marked than for the B16-standard condi-
tions, should again be noted. In Figure 7, except for drop
sizes smaller than the capillary diameter (0.8 mm), all
(random) errors are smaller than 7%, which is quite

Figure 4. Drop-size number distributions at the different stages
of the column under B12-standard (QC ) 94 L‚h-1, QD ) 120 L‚h-1,
170 rpm) and B16-standard (QC ) 125 L‚h-1, QD ) 160 L‚h-1, 140
rpm) operating conditions.

Figure 5. Relative error of number drop-size distributions at the
different stages of the column under B12-standard operating
conditions (QC ) 94 L‚h-1, QD ) 120 L‚h-1, 170 rpm).

Figure 6. Cumulative frequencies for the number drop-size
distributions at the different stages of the column under B12-
standard operating conditions (QC ) 94 L‚h-1, QD ) 120 L‚h-1,
170 rpm).

Figure 7. Estimate of the relative error of the number drop-size
distributions for the different stages of the column under B12-
standard operating conditions (QC ) 94 L‚h-1, QD ) 120 L‚h-1,
170 rpm).
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satisfactory and similar to the values obtained for the
B16-standard conditions (compare Figures 3 and 7).

Figure 8 summarizes the average cumulative fre-
quencies and the corresponding confidence channels
(Student’s t, 98%) at the different column stages for
standard B16 and B12 operating conditions. Similar
reproducibility data have not previously been published
for column pilot-plant experiments, and as discussed
below, such data are of paramount importance in
theoretical model and simulation algorithm evaluation.

Confidence Channel for Local Dispersed-Phase
Hold-Ups

The relative errors for the local hold-ups were simi-
larly calculated by means of the Student’s t-distribution
over 30 different experiments under B16-standard
conditions and over 21 different experiments under B12-
standard conditions. All experiments were performed
under uncontrolled environmental conditions (temper-
ature, interface fouling, etc.).

Because the ultrasound calibration11 was performed

Figure 8. Experimental cumulative drop-size distributions, together with the confidence limits. Standard operating conditions: (left)
B16 (QD ) 160 L‚h-1, QC ) 125 L‚h-1, 140 rpm), (right) B12 (QD ) 120 L‚h-1, QC ) 94 L‚h-1, 170 rpm); UCL ) upper (98%) confidence
limit, mean ) average, LCL ) lower (98%) confidence limit.
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only once a day, day-long temperature variations might
significantly influence interfacial tension and, conse-
quently mean drop size, which affects the ultrasound
readings.

The relative errors for the hold-up measurements
under B16-standard conditions are shown in Figure 9,
where it can be noticed that they are consistently ca.
4%. This is remarkable, given that mean drop sizes and
temperature are bound to vary significantly along
column height.

The confidence channel that was used as a standard
for the comparison of model predictions to actual
measurements is shown in Figure 10.

For the 21 experiments under B12-standard operating
conditions, similar results were obtained, as exhibited
in Figures 11 and 12.

It should be further noticed that B12 conditions are
noticeably outside current industrial practice and were
tested with a view to the application of the model to
predictive control under large operating disturbances.
Such anomalous conditions might, however, be tran-
siently important, for instance, when, to prevent column
flooding, both fluid flows are reduced while flow ratio
is maintained.

Confidence Intervals for Overall Column
Hold-Ups

Local and overall hold-up data were simultaneously
collected. The relative (random) error for the overall
hold-up of the column was estimated as 2.30% for the
B16-standard operating conditions and as 2.17% for
B12-standard operating conditions.

As can be seen in Figures 10 and 12, the simulated
values for overall hold-up obtained for B16-and B12-
standard operating conditions, respectively, show a
satisfactory agreement with the experimental values,
demonstrating different sensitivities for the ultrasonic
and pressure techniques

Confidence Intervals and Model Parameter
Estimation

The algorithms for the solution of the population
balance equations (PBEs) under dynamic conditions,
designed to obtain the drop-size distribution and dis-
persed-phase hold-up profiles along the column height
while accounting for drop breakage and coalescence, are
very complex and computationally demanding, given the
multiple stages in the column (each approximately

Figure 9. Relative error for the local dispersed-phase hold-up
profile under B16-standard operating conditions (QC ) 125 L‚h-1,
QD ) 160 L‚h-1, 140 rpm).

Figure 10. Confidence channel for the dispersed-phase hold-up
measured profile under B16-standard operating conditions (QC )
125 L‚h-1, QD ) 160 L‚h-1, 140 rpm); UCL ) upper (98%)
confidence limit, mean ) average, LCL ) lower (98%) confidence
limit. The experimental and simulated overall dispersed-phase
hold-ups are represented as those of column stage 0.

Figure 11. Relative error for the local dispersed-phase hold-up
profile under B12-standard operating conditions (QC ) 94 L‚h-1,
QD ) 120 L‚h-1, 170 rpm).

Figure 12. Confidence channel for the dispersed-phase hold-up
measured profile under B12-standard operating conditions (QC )
94 L‚h-1, QD ) 120 L‚h-1, 170 rpm); UCL ) upper (98%) confidence
limit, mean ) average, LCL ) lower (98%) confidence limit. The
experimental and simulated overall dispersed-phase hold-ups are
represented as those of column stage 0.
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describable as an ideally agitated vessel) and the
corresponding interstage flows.

The proposed model and parameter optimization
algorithm15 combine the following two components:

(a) The first component is the drop interaction model
developed by Coulaloglou and Tavlarides16 as solved by
Ribeiro,6 with its well-known four interaction param-
eters, namely, (a1) two parameters (k1Break and k2Break)
for the breakage frequency

where the daughter drop-size distribution is normal,
with the mean volume equal to one-half the mean

volume of the parent drop, and (a2) two parameters
(k1Coal and k2Coal) for the coalescence frequency

where

is the collision frequency and

Figure 13. Simulated values of drop-size distributions, together with confidence limits. Standard operating conditions: (left) B12 (QD
) 120 L‚h-1, QC ) 94 L‚h-1, 170 rpm), (right) B16 (QD ) 160 L‚h-1, QC ) 125 L‚h-1, 140 rpm); UCL ) upper (98%) confidence limit, mean
) average, LCL ) lower (98%) confidence limit.

g(d) ) k1Break
ε

1/3

(1 + φ)d2/3
exp[-k2Break

σ(1 + φ)2

FDd5/3
ε
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is the collision coalescence efficiency.
(b) The second component is an original phase inter-

stage transport model developed by Regueiras,9,10 with
three additional transport parameters, namely, (b1) one
parameter (k1PowerFact) for the agitation speed-power
density

where the power input, P, to each column compartment
is

and the power number, NP, is given by the correlation
obtained by Fischer in Kumar and Hartland17

(b2) one parameter (k1Transport) for the effective flow area
in interstage constrictions

where e is the fractional free area, according to Gold-
man;18 and (b3) one parameter (k2Transport) for modeling
the size-dependent axial dispersion (i.e., the effect of a
random variation of the drop velocities), where the

random component of the drop velocity is assumed to
be isotropic and to have an average magnitude described
by Regueiras9 as a fraction of the velocity of the impeller
tip

The axial slip velocity (drop velocity relative to the
continuous phase) in each size class is then modified
by summing or subtracting the average value of the
axial projection of this random component, and the
number fraction of drops of each class that pass from
one compartment to each of its neighbors is computed
accordingly. This is merely a more general formulation
of axial dispersion than the one suggested by Tsouris.19

In the absence of direct experimental measurements
at the dispersed-phase distributor outlet, an average
value and a standard deviation of the feed drop diameter
distribution were considered and were iteratively ad-
justed11 together with the seven intrinsic model param-
eters. The feed drop diameter distribution is assumed
to be log-normal. In fact, preliminary runs showed that,
among various distribution types, this is the most
adequate one for describing our data.

The optimization algorithm selected was Levenberg-
Marquardt’s, for its recognized capability of handling
highly multidimensional spaces and its economy on
function calls, in cases where the objective function
deviates significantly, even close to a minimum, from
quadratic behaviorsthe ideal for second-order methods.
The objective function was defined as a weighted sum
of the squared deviations between the calculated and
experimental values of the overall and local dispersed-
phase hold-ups and of the local cumulative, number-
based drop-size distributions.

The implementation adopted was that due to Nash,20

written by Regueiras,10 which uses double precision (64
bits, with 1 for the sign, 11 for the exponent, and 52 for
the mantissa; range of (1.7 × 10308 with at least 15
digits of precision) in all critical number representations
and is especially careful in the estimate of the objective
function derivatives. Separate reports will more fully
describe and discuss these computations and their
results.

As can be seen in Figures 13 and 14, the simulated
cumulative drop-size distributions and local hold-up
profiles globally fall within the experimental confidence
limits.

The most important exceptions occurred at the second
stage (which is heavily influenced by the unknown feed
conditions) and the fifth stage (where we suspect
systematic errors due to deficiencies in the column
instrumentation). Thus, we obtained reliable evidence
that the computed residuals are consistent with the
experimental errors.

This same methodology, whereby the experimental
errors are adequately quantified and made to influence
the search for optimized model solutions, is now part of
our routine model and algorithm evaluations and is
recommended for any similar future work.

Using these procedures, we are already currently able
to provide encouragingly good fits of PBE model solu-
tions to experimental pilot-plant column data and have
obtained clear indications that interdrop coalescence
cannot be neglected, even for steady-state liquid-liquid
systems with low dispersed-phase hold-ups. This chal-
lenges somewhat the approaches and assumptions
adopted in many oversimplified studies,5 but is indeed

Figure 14. Simulated values of local dispersed-phase hold-up
profile, together with confidence limits. Standard operating condi-
tions: (left) B12 (QD ) 120 L‚h-1, QC ) 94 L‚h-1, 170 rpm), (right)
B16 (QD ) 160 L‚h-1, QC ) 125 L‚h-1, 140 rpm); UCL ) UCL )
upper (98%) confidence limit, mean ) average, LCL ) lower (98%)
confidence limit.

ε )
4P(k1PowerFact)

3

πDC
2H[FC(1 - φ) + FDφ]

(5)

P ) NPN 3DR
5FC (6)

NP ) 1.08 + 10.94
ReR

0.5
+ 257.37

ReR
1.5

(7)

CR ) (1 - k1Transport)e + k1Transport (8)

vD ) k2TransportNDRπ (9)
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what is to be physically expected, as no strict steady-
state hydrodynamic equilibrium could ever be reached
under batch conditions without competing drop break-
age and coalescence.

To fully document this behavior, we explored normal-
agitation as well as low-agitation column operating
conditions,11 to further intensify coalescence, with the
results shown in Figure 15. At the lowest agitation
speed, a marked effect of coalescence can be identified,
even in the upper stages of the column.

The larger drops obtained overall, and the corre-
sponding larger drop diameters at the upper stages, are
justified (and can be approximately predicted by the
algorithm) by the increased coalescence relative to
breakage, combined with the more rapid motion of such

large drops up along the column. The poorest agreement
between simulated and experimental drop-size distribu-
tions was obtained at the lowest instrumented stage
(second) of the column (also the closest to the inlet
dispersed-phase distributor, for which experimental
drop-size data could not be measured, thus having to
be crudely estimated).

Additionally, it can be noted that, at 100 rpm, drop
coalescence combined with less intensive breakage is
responsible for the bimodal shape of the drop-size
distributions (as predicted by the model), which dies out
only at the highest stages of the column, whereas the
distributions are unimodal at 140 rpm, except at the
lowest stages.

Figure 15. Simulated and experimental values of number drop-size distributions. (left) B16-standard conditions (QD ) 160 L‚h-1, QC )
125 L‚h-1, 140 rpm), (right) B16 (QD ) 160 L‚h-1, QC ) 125 L‚h-1, 100 rpm).
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Conclusions

Statistical studies have been performed on the ran-
dom errors associated with drop size and local hold-up
measured data in an agitated pilot-scale liquid-liquid
extraction column.

The results of these studies show that confidence
intervals for these measurements are very important
tools for the evaluation and interpretation of model
fitting and simulation results.

Experiments over a broad spectrum of operating
conditions showed that steady-state drop-size distribu-
tions result from equilibria between breakage and
coalescence processes (in addition to flow processes in
continuous operations), so that, despite their computa-
tional burden, such processes cannot be neglected when
modeling the behavior of agitated liquid-liquid disper-
sions.
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Nomenclature

CR ) constriction factor
d, d′ ) drop diameter, m
DC ) internal column diameter, m
DR ) rotor diameter, m
e ) fractional free cross-sectional area (Se/S)
g(d) ) drop breakage frequency, s-1

h(d,d′) ) drop collision frequency, s-1

H ) compartment height, m
k1Break, k2Break ) breakage constants
k1Coal ) coalescence constant, m-3

k2Coal ) coalescence constant, m-2

k1PowerFact ) parameter for the agitation speed-power
k1Transport ) parameter for the effective flow area
k2Transport ) parameter for the axial dispersion
N ) rotor speed, rev s-1

NP ) power number, dimensionless
P ) power input per compartment, W
ReR ) rotor Reynolds number (NDR

2FC/µC)
S ) column cross sectional area, m2

vD ) radial velocity of the continuous phase, m s-1

Greek Symbols

ε ) mechanical power dissipation per unit mass, W kg-1

λ(d,d′) ) coalescence efficiency, dimensionless
µC ) continuous-phase viscosity, Pa s
π ) 3.1416
FC ) continuous-phase density, kg m-3

FD ) dispersed-phase density, kg m-3

σ ) interfacial tension, N m-1

φ ) dispersed-phase hold-up

Subscripts

C ) continuous phase
D ) dispersed phase
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