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Abstract. The paper presents an approach for matching objects in dynamic pe-
dobarography image sequences, based on finite element modeling and modal 
analysis. The determination of correspondences between objects’ nodes is here 
improved using optimization techniques and, because the elements number of 
each object is not necessarily the same, a new algorithm to match excess nodes 
is proposed. This new matching algorithm uses a neighborhood criterion and 
can overcome some disadvantages that the usual matching “one to one” in vari-
ous applications can have. The proposed approach allows the determination of 
correspondences between 2D or 3D objects and will be here considered in dy-
namic pedobarography images. 

1   Introduction 

One problem of several areas of computational vision is the determination of objects 
correspondences in different images and on the computation of robust canonical de-
scriptors used for the recognition of 2D or 3D objects, either rigid or non-rigid. 

In this paper, a methodology to address the above problem is presented, based in 
the approach initially proposed by Sclaroff [1], [2], improved by us through the use of 
optimization algorithms in the matching search step, and a new method to determine 
matches between nodes that could not be considered in this optimization phase (see 
section 4). With this new method, we can successfully match objects with different 
number of points and also overcome some disadvantages that the usual match “one to 
one” can present in various real applications, because with that algorithm we can now 
have matches of type “one to many” and vice-versa. 

Application results of the proposed matching methodology improved, and of the 
new “one to many” and vice-versa matching algorithm, to the analysis of objects rep-
resented in dynamic pedobarography image sequences are discussed. 



1.1   Background 

There is an eigen methods class [1], [2], that derives its parameterization directly 
from the data shape. Some of these techniques also try to determine, explicitly and 
automatically, the correspondences between characteristic points’ sets, while others 
avoid specifying correspondences based in characteristics, but try to match images us-
ing more global approaches. Each eigen method decomposes the object deformation 
in an orthogonal and ordered base. 

Usually, the matching problem resolution methods include restrictions that prevent 
inadequate matches according to the considered criteria. Examples of these restric-
tions are: the order [3], [4]; rigidity restriction [3], [4]; unicity [5]; visibility [6]; and 
proximity [2]. To determine the correspondences it is used, for example, the correla-
tion between images (i.e., images similarity is assumed) [7]; points proximity [8]; or 
disparity fields smoothness [3]. The matching problem can be interpreted as an opti-
mization problem, where the objective function can depend, for example, on any rela-
tion mentioned above and the restrictions must form a non-empty space of possible 
solutions for the optimization problem. To solve the optimization problem it can be 
used dynamic programming [3], graphs [4] and convex minimization [7]. Non-
optimal approaches include, for example greedy algorithms [9], simulated annealing 
[10], relaxation [5], etc. 

Belongie [11] applied an optimization technique, similar to the one used in this 
work, to determine the correspondences between two objects using shape contexts. 
Although shape description algorithms have usually a higher computational effi-
ciency, the modeling methodology presented here has the major advantage of attribut-
ing a physical behavior to each object to be modeled through the consideration of a 
virtual material. 

2   Dynamic Pedobarography 

Pedobarography refers to measuring and visualizing the distribution of pressure under 
the foot sole. The recording of pedobarographic data along the duration of a step in 
normal walking conditions permits the dynamic analysis of the foot behavior; the in-
troduction of the time dimension augments the potential of this type of clinical ex-
amination as an auxiliary tool for diagnostics and therapy planning [12], [13]. 

The basic pedobarography system consists of glass or acrylic plate trans-
illuminated through its polished borders in such a way that the light is internally re-
flected; the plate is covered on its top by a single or dual thin layer of soft porous 
plastic material where the pressure is applied (see Fig. 1) [13]. 

Using a practical set-up as the one shown in Fig. 2, a time sequence of pressure 
images is captured; Fig. 3 shows two of the images captured in a sample sequence 
(displayed with inverted brightness); the image data is very dense, as opposed to 
other used measuring methods, and very rich in terms of the information it conveys 
on the interaction between the foot sole and the flat plate [13]. 
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Fig. 1. Basic (pedo)barography principle [13] 
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Fig. 2. Set-up of a basic pedobarography 
system [13] 

  

Fig. 3. Two consecutive images of a sample pedobarography images sequence 

3   Objects Model 

In the initial stages of this work [2], [13], the object contours in each image were ex-
tracted and the matching process was oriented to the contours pixels. However, an 
additional problem is present: the possibility that along the images sequence various 
contours will merge or split. In order to accommodate this possibility a new model 
was developed [13], similar to the one used in various applications with controlled 
environment, such as in face analysis and recognition [14], [15]. The brightness level 
of each pixel is considered as the third co-ordinate of a 3D surface point. The result-
ing single surface model solves the two aforementioned problems [13]. 

The use of the surface model also simplifies the consideration of isobaric contours, 
which are important in pedobarographic analysis, either for matching contours of 
equal pressure along the time sequence or for matching contours of different pressure 
in a single image [13]. 

The following sections describe the object models used and their construction. 
Each model has its own advantages and shortcomings; for every particular problem, 
the best choice must be made [13]. 



3.1   Contour Model 

Two modeling approaches were used to determine the correspondence between two 
contours in distinct images: 

• A single 2D isoparametric Sclaroff model is used for each contour. In building this 
type of element, no previous ordering of the nodes is required; Gaussian shape 
functions are used. The method to determine the mass and stiffness matrices for 
this 2D element is described, for example, in [1], [2]. 

• Each contour is built by linear axial 2D finite elements. For this type of discretiza-
tion a previous ordering of the contour nodes is required. The matrix formulation 
for these elements can be found in [2], [16], for example. 

Standard image processing and analysis techniques are used to determine the con-
tour pixels [2], namely thresholding, edge enhancement, hysteresis line detection and 
tracking. For example, Fig 4(b) and Fig. 4(c) show an intermediate result and the final 
contour determination for the image in Fig. 4(a). 

3.2   Surface Model 

For the surface model, two approaches were also used [2], [13]: 

• A single 3D isoparametric Sclaroff finite element model is used for each surface. 
Again, it must be noticed that there is no requirement for previous ordering of the 
nodes. The matrix building for these finite elements can be found in [1], [2]. 

• Each surface is built by linear axial 3D finite elements (Fig. 5). The previous or-
dering of the surface nodes is required. The matrix formulation for these finite ele-
ments can be found in [2], [16], for example. 

The method to determine the nodes that form the surface in each image can be 
summarized as follows [2], [13]: 

1. Noise pixels (i.e., pixels with brightness lower than a calibration threshold) are 
removed and a Gaussian-shaped smoothing filter is applied to the image (Fig. 
6(a)); 

2. The circumscribing rectangle of the object to be modeled is determined and the 
image is sampled within that area (Fig. 6(b)); 

3. A 2D Delaunay triangulation is performed on the sampled points, using the point 
brightness as the third co-ordinate; 

4. The triangular mesh is simplified using a decimation algorithm in order to reduce 
the number of nodes and thus the computational cost; 

5. A Laplacian smoothing algorithm is used to reduce the high frequency noise asso-
ciated to the mesh; 



6. A scale change is performed on the third co-ordinate (derived from brightness) in 
order to have similar ranges of values in all co-ordinates (Fig. 6(c)). 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. (a) Image (negated) where contours must be found; (b) Result image after edge en-
hancement; (c) Contours obtained by a line detection and tracking algorithm with hysteresis 

 

Fig. 5. Modeling of a surface by a set of axial 3D finite elements (each node is connected to its 
neighbors through axial elements) 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. (a) Image (negated) after noise removal and Gaussian filtering; (b) Object sampling; (c) 
Resulting surface 

 



3.3   Isobaric Contour Model 

As in the two previous models, the approaches used to match isobaric contours and to 
determine the deformation energy are [2], [13]: 

• A single Sclaroff isoparametric finite element, either 2D or 3D, to model each con-
tour. 

• Linear axial finite elements, either 2D or 3D, to build the contours. 

The isobaric contours are extracted (Fig. 7) after using the procedure described in 
the previous section. 

 

Fig. 7. Ten isobaric contours extracted from the surface in Fig. 6(c) 

4   Matching Methodology 

Fig. 8 displays a diagram of the adopted matching methodology. The locations of the 
image data points [ ]1 mX X X= …  in each image are used as the nodes for building a 

finite element model of elastic material. Next, the eigenmodes { }iφ  of the model are 
computed, providing an orthogonal description of the object and its natural deforma-
tions, ordered by frequency. Using a matrix based notation, the eigenvectors matrix 
[ ]Φ  and the eigenvalues diagonal matrix [ ]Ω  can be written as in eq. (1) for 2D ob-
jects and as in eq. (2) for 3D objects. The eigenvectors, also called shape vectors, for 
each mode [1], [2], [16], [17], describe how each mode deforms the object by chang-
ing the original data point locations: { }deformed iX X a φ= + . 

The first three (in 2D) or six (in 3D) modes are the rigid body modes of translation 
and rotation; the remaining modes are non-rigid [1], [2], [16], [17]. In general, lower 
frequency modes describe global deformations while higher frequency modes essen-
tially describe local deformations. This type of ordering from global to local behav-
iour is quite useful for object matching and comparison. 

The eigenmodes also form an orthogonal, object-centred co-ordinate system for 
the location of the point data, i.e., the location of each point is uniquely described, in 



terms of each eigenmode displacement. The transformation between the Cartesian 
image co-ordinates and the modal system co-ordinates is achieved through the eigen-
vectors of the finite element model. 

Two sets of image data points, corresponding to two different images in a se-
quence, are to be compared in the modal eigenspace. The main idea is that the low 
order modes of two similar objects will be very close even in the presence of an af-
fine transformation, a non-rigid deformation, a local shape variation, or noise [1], [2]. 

 

Fig. 8. Diagram of the adopted methodology 
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Using the above concept, data correspondence is obtained by modal matching. 
Two matching search methods are considered: (1) a local search or (2) a global 
search. Both methods use an affinity matrix [Z], constructed from the Euclidian dis-
tance between the characteristic vectors of each model, whose elements are, for 2D 
and for 3D, respectively: 

{ } { } { } { }
2 2

, 1, , 1,ij t i t j t i t j
Z u u v v

+ +
= − + − , (3) 

{ } { } { } { } { } { }
2 2

, 1, , 1, , 1,ij t i t j t i t j t i t j
Z u u v v w w

+ +
= − + − + −

2

+
. (4) 

The local search was previously implemented [1], [2], [13] and basically it consists 
in seeking each row of the affinity matrix for its lowest value, considering the associ-
ated correspondence if that value is also the lowest of the associated column. This 
method has the main disadvantage of disregarding the object structure as it searches 
for the best match for each node. 

The global search, proposed in this work, consists in describing the matching prob-
lem as an assignment problem [18], [19], and solving this last using an appropriate 
algorithm [20], [21], [22]. 

Case the number of nodes of both objects is not the same, with the usual matching 
restriction of type “one to one”, there will be, necessarily, nodes that will not be 
matched. The solution found [20] was initially to add fictitious nodes to the model 
with fewer points, solving the requirement of the matrix involved in the optimization 
process (assignment problem) having, necessarily, to be square. All fictitious nodes 
have a zero matching cost associated. After the global search, the excess nodes (real 
nodes matched with fictitious points) are matched adequately (with real nodes), using 
a neighborhood criterion. In this way matches of type “one to many” or vice versa are 
allowed for the “extra” nodes. We will call this method ADCom. 



5   Results 

The methodology just presented was integrated in a generic software platform for de-
formable objects matching [23], previous developed using Microsoft Visual C++, the 
Newmat [24] library for matrix computation and the VTK - The Visualization Toolkit 
[25], [26] for 3D visualization, mesh triangulation, simplification and smoothing, and 
for isobaric contours extraction. 

This section presents some obtained results with dynamic pedobarography images, 
using the methodology previously described. 

The first example presents the matching of two contours obtained from the se-
quence images previously presented in Fig. 3. The first contour has 64 points and the 
second one has 58 points. Fig. 9(a) shows the obtained match using the local search 
adopted in the previous work and Fig. 9(b) shows the one obtained using the pro-
posed global search. Table 1 presents some numerical results for this example. Using 
the proposed global search 100% of matches of type “one to one” was successfully 
obtained. Using the local search was only obtained 72% of those matches. 

Table 1. Numeric results of the matching between the dynamic pedobarography contours 

Search method Nr. Matches (%) Fig. 
Local 42 (72%) 9 (a) 
Global 58 (100%) 9 (b) 

 
(a) 

 
(b) 

Fig. 9. Matches between two contours using: (a) the local search; (b) the global search 

The second example presents the matching between two isobaric contours, ob-
tained from the previously presented image in Fig. 3(b). The first isobaric contour is 
composed by 54 points and the second one by 46 points. Fig. 10(a) shows the match-
ing result using the local search and Fig. 10(b) shows the matching result using the 
proposed global search. Table 2 presents some numerical results for this example. Us-
ing the proposed global search we obtained 100% of type “one to one” satisfactory 
matches. Using the local search we only obtained 50% of those matches. 

Table 2. Numeric results of the matching between two isobaric contours 

Search method Nr. Matches (%) Fig. 
Local 23 (50%) 10 (a) 
Global 46 (100%) 10 (b) 



 
(a) 

 
(b) 

Fig. 10. Matches between two isobaric contours using: (a) the local search; (b) the global 
search 

Fig. 11 presents the matching results for the first and second examples using the 
proposed global matching search and the developed ADCom algorithm to match the 
excess nodes. As it can be seen, all objects’ nodes were successfully matched for both 
examples. 

 
(a) 

 
(b) 

Fig. 11. (a) Matches between two contours using the global search and ADCom algorithm; 
(b) Matches between two isobaric contours using the global search and ADCom algorithm 

The last example presents the matching of two surfaces obtained from the same 
images presented in Fig. 3. The first surface, obtained from the image in Fig. 3(a), has 
117 points and the second one, obtained from the image in Fig. 3(b), has 112 points. 
Fig. 12(a) shows the matching result using the local search and Fig. 12(b) shows the 
matching result using the proposed global search. Table 3 presents some numerical 
results of this last example. Using the global search 100% of satisfactory matches of 
type “one to one” was established. Using the local search was only established 31% 
of those matches. 

6   Conclusions 

A methodology was presented for obtaining the correspondence between 2D and 3D 
objects, rigid or non-rigid, and it was illustrated for real dynamic pedobarography im-
ages. The objects are modelled by finite elements and modal analysis is used to define 
an eigenspace where the matching is performed. 

The experimental tests carried out (some shown in this paper) confirm that satis-
factory matching results can be obtained for dynamic pedobarographic image data. 



Table 3. Numeric results of the matching between two dynamic pedobarography surfaces 

Search method Nr. Matches (%) Fig. 
Local 35 (31%) 12 (a) 
Global 112 (100%) 12 (b) 

 
(a) 

 
(b) 

Fig. 12. Matches between two surfaces using: (a) the local search; (b) the global search 

It is also verified that the proposed global search considerably improves these re-
sults, when compared with the previously local search used in [2], [13], in the ob-
tained number and in the quality of the founded matches. 

Another advantage of the proposed search strategy, based on optimization tech-
niques, is that the overall matching methodology becomes easier to use and to adapt 
to experimental applications. 

The developed ADCom algorithm satisfactorily matches all the excess objects 
nodes, avoiding loss of information along image sequences. 

In the future, we will try to improve the matching methodology just presented in 
order to considerer all the images sequence and use this along time information in the 
nodes correspondence establishment process. 
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