FEATURES SELECTION FOR THE CLASSIFICATION OF SKIN LESIONS FROM IMAGES
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The interest in the development of medical image analysis systems to assist the medical diagnosis has been gained importance in the recent years. Particularly, their use by dermatologists has been supporting better and earlier diagnosis and consequently, improving the prevention to skin cancer, which has a very high incidence in the modern society.

One of the problems in the classification of skin lesions in images is the selection of the best set of representative features. In fact, many possible features can be irrelevant for the successfully diagnosis, and the complexity of the classification problem is proportional to the number of used features, so it is important to select the features that are really relevant to this problem of image-based diagnosis.

Here, we applied different methods based on the filter model to evaluate which is the best set of features to be used in the classification of skin lesions in images. The methods used were Correlation-based Feature Selection (CFS), Gain Ratio and ReliefF. The evaluated set was defined by a respective search algorithm, mainly Genetic Algorithms and Ranker. The filter model permits to evaluate the features without the need to use learning algorithms. Each set was generated and evaluated by the filter based on a statistic analysis. Then, the set was compared with the best set previously found. If the new set was considered the best one, it becomes the best set. This process was run in cycle until an established stopping criterion was reached.

The skin features used were: asymmetry, border, colour, distances, signature and statistic measures, which were computed from the original images. In the classification process, different predictors, such as, k-Nearest Neighbour (K-NN), Naïve Bayes and J48, were used and compared. The skin image database used is composed by 377 images, and the best performance was achieved by CFS evaluator filter, using genetic algorithms in the searching for the best features set, and K-NN classifier to classify the testing lesions as benign or malign.
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