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On the Linearization up to Multi-Output Injection
for a Class of Systems With Implicitly Defined

Outputs
Sérgio S. Rodrigues and A. Pedro Aguiar

Abstract—For a class of nonlinear systems we investigate the
problem of under what conditions there exists a coordinate
transformation that yields a state affine linear system up to
output injection with implicit outputs. In particular, we provide
necessary and sufficient conditions for time-varying linearization
up to multi-output injection. We highlight that if the conditions
hold, as a consequence, it is possible in the new coordinates to
construct an observer with linear error dynamics. We propose
a methodology to find the coordinate transformation. Several
examples illustrate the proposed procedure.

Index Terms—Nonlinear multi-output systems, time-varying
linearization, observer design.

I. INTRODUCTION

The problem of identifying sub-classes in the general class
of continuous-time nonlinear systems described by

ẋ = fu(x) := f(u, x) (1a)
y = hu(x) := h(u, x) (1b)

for which there exists, at least locally, an observer with linear
error dynamics has been an active topic along the years [11],
[13]–[16], [18]–[20]. More precisely, given (1), where f and
h are sufficiently smooth functions, x ∈ Rn is the state,
u ∈ Rm is an input signal and y ∈ Rq is the measured
output, a classical question is whether does exist a smooth
change of coordinates z = Θ(x) (a local diffeomorphism)
such that for the system written in the new coordinates it is
possible to construct a state observer ẑ so that the estimation
error z̃ = ẑ− z is governed by an asymptotically stable linear
(possibly time varying) dynamical system. If this is the case,
then x̂ = Θ−1(ẑ) is an observer for the original system and
the estimation error converges exponentially fast to zero as
time goes to infinity.

Motivated by the above question, pioneering work in this
area includes the results by Krener in [18], and Krener and
Isidori in [19]. In the former, the linearization of a nonlinear
system is addressed with no reference to any output; in the
latter the linearization is studied up to output injection, that
is, the aim is to find z = Θ(x) for a nonlinear system ẋ =
f(x), y = h(x) that leads to a linear system up to an output
injection: ż = Az + Φ(y), y = Cz, where A and C are
linear maps and the vector field Φ(y) only depends on the
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known output signal y. In this case, a Luenberger type observer
described by ˙̂z = Aẑ + Φ(y) + L(y − Cx̂) with L selected
so that A − LC is Hurwitz achieves a linear error dynamics
˙̃z = (A−LC)z̃, z̃ := ẑ−z, where z̃(t)→ 0 as t→ +∞. More
recently, using tools from Differential Geometry, Hammouri
and Gauthier in [13], [14] and Hammouri and Kinnaert in [16]
extended the linearization problem to systems in form (1) to
obtain time-varying linear systems up to output injection of
the form

ż = Auz + Φu(y), y = P qz, (2)

where P qz = [z1 z2 . . . zq]> ∈ Rq collects the first q
coordinates1 of z = [z1 z2 . . . zn]> ∈ Rn, q ≤ n. In their
work, necessary and sufficient conditions to the existence of
the desired change of coordinates z = Θ(x) are provided.
Other approaches consist in linearizing a nonlinear system up
to output injection by means of input/output transformation,
see for example [10], [21].

In this paper, we depart from a different point of view by
not restricting the target system to be in the form of (2). In
fact, the motivation of this work emerged from the following
observation: there exist relevant classes of systems that do
not satisfy the conditions in [13], [14], [16], although it
is still possible to construct an observer with linear error
dynamics, see [3]. A simple example is the following system
with a perspective output y and state x = [x1 x2]>, x1 6= 0:

ẋ =
[

x2

−x1 + y + u

]
, y = x2

/x1. It turns out, as we will

see later on in Section IV-A, that it is not possible to write
it in the target form considered in [13], [14], [16], which
is ż = Auz + Φu(y), y = z1, for z = [z1 z2]>, or
even other recent suitable target forms that were considered
in [5], [6], [12]. However, the system takes the simple form
ẋ = Ax + Φu(y), x1y = x2, for which there exists an
observer with linear error dynamics. This last fact can be
concluded from the results in [2], [3], where actually this
observation holds for more general systems in the form

ż = Auz + Φu(y) (3a)

0 = CuP
sz + (P sz)>Duy + Euy + Fu (3b)

where Au, Cu, Eu, and Fu are matrices with real entries, Du is
a column matrix whose entries are matrices Di

u; i = 1, . . . , p,
and s ≤ n. In (3), both the input and output are assumed to be
known. Following [3], an optimal observer for (3) is given by

1For a given matrix M , M> denotes its transpose. Notice that we use super-
scripts to denote the coordinates of a vector v = [v1 v2 . . . vk]> ∈ Rk . The
reason of this is because we will use some tools from Differential Geometry
where often that notation is convenient.
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˙̂z = Aux̂+Φu(y)−Q(M1ẑ+M2) where Q satisfies a dynamic
Riccati-like equation, and M1 and M2 are matrices depending
on (y, u). It turns out that the resulting error dynamics z̃ =
z − ẑ is linear and its convergence depends on some suitable
observability conditions, see [3, section 3.1] for the details.

Problem statement: Consider a general nonlinear system of
the form

ẋ = fu(x) (4a)

0 = Cug(x) + g(x)>Duy + Euy + Fu (4b)

where x ∈ Ω ⊆ Rn is the state of the system, Ω an open sub-
set, u ∈ Rm and y ∈ Rq are respectively the input and output
signals, both assumed to be known. Our goal is to find the
necessary and sufficient conditions under which system (4) can
be rewritten, up to a change of coordinates, in a system like (3).
Note that once in (3), it is possible to construct an observer
with linear error dynamics. In (4), we consider that fu : Rn →
Rn and g : Rn → Rs, with s ≤ n, are smooth (C∞) functions
in Ω, Cu ∈ Mp×s(R), Eu ∈ Mp×q(R) and Fu ∈ Mp×1(R)
are matrices with real entries and Du ∈ Mp×1(Ms×q(R))
is a column matrix with entries in Ms×q(R). Notice that,
as the notation suggests, these matrices and fu may de-
pend on the input u; we suppose that this dependence is
smooth. For vectors v1 = [v1

1 v
2
1 . . . v

s
1]> ∈ Rs and v2 =

[v1
2 v

2
2 . . . v

q
2]> ∈ Rq , the operation v>1 Duv2 is to be under-

stood as v>1 Duv2 := [v>1 D
1
uv2 v>1 D

2
uv2 . . . v>1 D

p
uv2]>

where D1
u, D

2
u, . . . , D

p
u are the entries of the column matrix

Du. Thus, the output equation (4b) is an identity inM1×p(R)
(i.e., in Rp); we consider that it completely defines y in a
neighborhood of an interesting point x0, y(u, x) = Ψu(g(x)).

The rest of the paper is organized as follows: Section II
describes the necessary and sufficient conditions to be able to
rewrite the original system (4) in the desired target form (3).
These conditions consist mainly in the existence of a suitable
s-tuple of vector fields. In Section III we present an algorithm
to find the suitable s-tuple of vector fields. Section IV illus-
trates the contribution of the paper with two examples. Brief
conclusions are discussed in Section V.

Notation and definitions: We assume that the reader has some
familiarity with basic concepts of Differential Geometry and
Control Theory. We briefly recall some terminology. For a
more complete discussion on what follows we suggest the
works [1], [7], [17], see also [22].

Given a system of coordinates (x1, x2, . . . , xn), we con-
sider the vector fields in Rn, ∂/∂xk defined by ∂/∂xk(x) =
[δ1
k δ

2
k . . . δnk ]> ∈ TxRn ∼ Rn, where δji , i, j ∈ N, is the

Kronecker delta function. We denote by V(Ω) the C∞(Ω)-
module of smooth vector fields in Ω and, by Λk(Ω) the
C∞(Ω)-module of (differential) k-forms, k ∈ N, defined in the
Cartesian product V(Ω)k. We denote by α∧β the wedge prod-
uct between the forms α and β, and by ιXw the interior prod-
uct ιXw(V1, V2, . . . , Vk−1) := w(X, V1, V2, . . . , Vk−1) be-
tween a vector field X and a k-form w; for a r-tuple of vector
fields, with r ≤ k, we define recursively ι(X1, X2, ..., Xr)w :=
ιXr ι(X1, X2, ..., Xr−1)w. The exterior derivative of a k-form
w will be denoted by dw. The tuple (h1, h2, . . . , hn) of
smooth functions is a system of coordinates in Ω ⊆ Rn if
dh1 ∧ dh2 ∧ · · · ∧ dhn |x 6= 0, for all the points x ∈ Ω.
Given two systems of local coordinates (x1, x2, . . . , xn) and

(h1, h2, . . . , hn), respectively, we have

∂/∂xk =
n∑
j=1

∂hj
/∂xk∂/∂hj. (5)

We denote by L the Lie derivative operator. For a vector field
X , and a k-form w we have: LXw := ιXdw = dw(X) if
k = 0, and LXw := (ιXd + dιX)w if k ≥ 1.

We denote Du = colM(D1
u, D

2
u, . . . , D

p
u), where the

subscript M means that the entries of the matrix Du, ap-
pearing in (3b), are matrices. We may also define the matrix
D̂u = colR(D1

u, D
2
u, . . . , D

p
u) with real entries. As an illus-

tration, colR(D1
u, D

2
u) and colM(D1

u, D
2
u) stand, respectively,

for
[
a11 a12

b11 b12

]
and

[ [
a11 a12

][
b11 b12

] ], for given matrices

D1
u =

[
a11 a12

]
and D2

u =
[
b11 b12

]
.

II. MAIN THEOREM

We recall that our task is to find the conditions to the
existence of a change of coordinates that carries (4) into the
target form (3). To this effect, we introduce the following
auxiliary system

ẋ = fu(x), ȳ = g(x) (6)

where fu and g are obtained from (4). The auxiliary out-
put ȳ will provide the set of candidates to the first new
s coordinate functions. We assume that this auxiliary sys-
tem is observable in the rank sense (see, e.g., [4]) in
a neighborhood of a given point x0, which implies that
{dw|x0 | w ∈ O} is n-dimensional, where dw|x0 is the evalu-
ation at x0 of the form dw, and O the smallest set containing
{g1, g2, . . . , gs} and closed under all the Lie derivatives
{Lfu

| u is a constant in Rm}. Let X = (X1, X2, . . . , Xs)
be a s-tuple of vector fields. Following a similar idea in [13],
[14], define a sequence of vector spaces as follows: set
dΓ := dg1 ∧ dg2 ∧ · · · ∧ dgs and denote by ΩX1 the real
vector space

ΩX1 := spanR{dLfu
gj ∧ dΓ | 1 ≤ j ≤ s and u ∈ Rm}. (7)

Recursively, for k ≥ 2, define the real vector space ΩXk :=
spanR{Lfu

(ιXw) ∧ dΓ | w ∈ ΩXk−1 and u ∈ Rm}. Define
also the smallest real vector space containing all these previous
ones by ΩX := spanR{w | w ∈ ΩXk and k ∈ N0}, where
N0 := N\{0} denotes the set of positive natural numbers, and
consider the vector space Ω[X, g] := spanR( ιXΩX ∪ {dg} ),
with {dg} := {dgj | j = 1, 2, . . . , s}. Finally, denoting
the q-form dΥ := dy1 ∧ dy2 ∧ · · · ∧ dyq , where y(u, x) =
[y1 y2 . . . yq]> is the (known) output signal, we can now state
the following result.

Theorem 2.1: Suppose that system (6) is observable in the
rank sense in a neighborhood U of a given point x0, dΥ 6= 0,
and dyj ∧ dΓ = 0 for j = 1, 2, . . . , q. Then, up to a change
of coordinates, system (4) can be written in the form of (3) in
a sub-neighborhood N ⊆ U of x0 if, and only if,
a. dΓ|x0 6= 0;
b. there exists a s-tuple of vector fields X =

(X1, X2, . . . , Xs) such that:
i. LXig

j = δji in U ;
ii. the real dimension of ΩX is equal to n− s in N ;
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iii. dιXΩX = {0} in N ;
iv.
∧n−s

ιXΩX ∧ dΓ|x0 6= {0} and
v. dιfu

Ω[X, g]∧dΥ ⊆ Ω[X, g]∧dΥ in N , for all u ∈ Rm.
Remark 2.1: To have the desired output equation (3b) we

select zi = gi for i ∈ {1, 2, . . . , s}. For the rest of
the coordinate functions, we may choose them such that
{dzj | j = 1, 2, . . . , n} form a basis for Ω[X, g] and
dΓ ∧ dzs+1 ∧ dzs+2 ∧ · · · ∧ dzn 6= 0.

Remark 2.2: Comparing the required conditions with those
in [13], [14], [16] we notice that we have mainly two new
statements: dyj ∧ dΓ = 0 and b.v, which do not introduce
any restriction for the case that the output equation (4b) is in
explicit form. In that case, dΥ = dΓ, and b.v follows from
the preceding conditions and from the definitions.

Next, we prove the necessity and sufficiency of the condi-
tions in Theorem 2.1. To simplify the writing, we present the
following auxiliary lemma. The proof is straightforward and
omitted; it can be found in [22].

Lemma 2.2: Let {hj | j = 0, 1, . . . , r} be a set of smooth
functions such that dh1∧dh2∧· · ·∧dhr 6= 0 in a neighborhood
U ⊆ Ω of a given point x0. Then, dh0∧dh1∧dh2∧· · ·∧dhr =
0 in U only if there exists a function φ : Rr → R such that
h0 = φ(h1, h2, . . . , hr) in a neighborhood U1 ⊆ U of x0.

Proof of Theorem 2.1. Necessity: First note that condi-
tions a. and b.ii.-b.v. are intrinsic ones, that is, they do not
depend on the system of coordinates. Thus, it is sufficient
to check them for the target system (3) for a given point z0.
Notice that in this case dΓ = dz1∧dz2∧· · ·∧dzs and {dg} =
{dz1, dz2, . . . , dzs}. We now claim that the conditions in
Theorem 2.1 hold for a system in the target form (3) with
the s-tuple of vector fields X̃ = (∂/∂z1, ∂/∂z2, . . . , ∂/∂zs) .
To show this, first observe that conditions from a. to b.iv.
can be proved similarly as in [13], [14]. For b.v. we proceed
as follows: first we denote the right hand side of (3a) by
Fu(z) := Auz+ Φu(y), then we compute d(ιFu

dzj)∧ dΥ =
d(
∑n
i=1A

ji
u z

i + Φju(y)) ∧ dΥ. Since dΦju ∧ dΥ = 0, it
follows that d(ιFu

dzj) ∧ dΥ =
∑n
i=1A

ji
u dzi ∧ dΥ is in

spanR{dzj | j = 1, 2, . . . , n} ∧ dΥ = Ω[X̃, g] ∧ dΥ, and
this concludes the necessity proof.

Sufficiency: It is clear that the condition a. cannot hold
for s > n. Let us first consider the case s < n. The
proof of sufficiency uses some results described in [13],
[14]; proceeding as it is presented in there, from the above
conditions a. and b.i.-b.iv., we conclude that there exists a
change of coordinates which transforms (6) into a system
in the form ż = ĀuQ

sz + Φ̄u(P sz), ȳ = P sz, where
Āu = [Ājiu ] ∈ Mn×(n−s)(R) is a matrix; j = 1, 2, . . . , n;
i = s+ 1, s+ 2, . . . , n. Now, it is clear that the same change
of coordinates transforms system (4) into the system

ż = ĀuQ
sz + Φ̄u(P sz) (8a)

0 = CuP
sz + (P sz)>Duy + Euy + Fu (8b)

with Qs[z1 z2 . . . zn]> := [zs+1 zs+2 . . . zn]>. Notice that,
although the output function y = Ψu(g) is a function of
g, and P sz = ȳ = g, system (8) is not yet necessarily
in the form of system (3) because Ψu is not necessarily
invertible. From [14], we know that dz = [dz1 dz2 . . . dzn]>

is given by
{

dzj = dgj , if j = 1, . . . , s,
dzj = ιXw

j , if j = s+ 1, . . . , n, where

{wj | j = s + 1, . . . , n} is a basis for the real vector
space ΩX . From (8a) we have that the vector field fu in the
coordinates (z1, z2, . . . , zn) reads fu =

∑n
j=1 F ju∂/∂zj with

F ju =
∑n
i=s+1 Ā

ji
u z

i + Φ̄ju(P sz) for each j = 1, 2, . . . , n.
Since F ju = Lfu

zj = ιfu
dzj and dzj ∈ Ω[X, g], we

have, from b.v., that there exist αju =
∑n
i=1 α

ji
u dzi, with

αjiu ∈ R for j, i = 1, 2, . . . , n, such that dF ju ∧ dΥ =∑n
i=1 α

ji
u dzi ∧ dΥ, that is,

0 = d

(
n∑

i=s+1

Ājiu z
i + Φ̄ju(P sz)−

n∑
i=1

αjiu z
i

)
∧ dΥ. (9)

By Lemma 2.2 it follows that
∑n
i=s+1 Ā

ji
u z

i + Φ̄ju(P sz) −∑n
i=1 α

ji
u z

i is a function that can be defined by means of
y = [y1 y2 . . . yq]> and, from the conditions dyj ∧ dΓ = 0,
each yj is a function of g = P sz, that is, yj(u, x) =
Ψj
u(P sz). In particular, since dΥ 6= 0, we have s ≥ q.

Thus, from dyj =
∑s
i=1

∂yj
/∂zidzi we can conclude that

dΥ =
∑
σ∈Sq

(1, 2, ..., s)
Θσ
u(P sz)dΓσ , where dΓσ := dzσ(1) ∧

dzσ(2) ∧ · · · ∧ dzσ(q), Sq(1, 2, ..., s) denotes the set of length-
q strictly increasing sub-sequences of (1, 2, . . . , s), and Θσ

u

are smooth functions. Since dΥ 6= 0, there exists at least
one σ0 ∈ Sq(1, 2, ..., s) with non-vanishing Θσ0

u (P sz). Then,
from (9) we have that

0 =
∑

σ∈Sq

(1, 2, ..., s)

Θσ
ud

(
n∑
i=s+1

(Ājiu −αjiu )zi + Φ̄ju −
s∑
i=1

αjiu z
i

)
∧dΓσ. (10)

If s > q, after (wedge) multiplication by dzσ̂0(1) ∧ dzσ̂0(2) ∧
· · · ∧ dzσ̂0(q), where σ̂0 is the length-(s− q) sub-sequence of
(1, 2, . . . , s) whose elements are the ones in {1, 2, . . . , s}
and not in the range {σ0(1), σ0(2), . . . , σ0(q)} of σ0, we
obtain 0 = Θu(P sz)

∑n
i=s+1(Ājiu − αjiu )dzi ∧ dΓ, with

Θu = Θσ0
u . Also, if s = q, (10) reduces to 0 =

Θu(P sz)
∑n
i=s+1(Ājiu −αjiu )dzi∧dΓ, for a suitable Θu. Since

{zj | j = 1, 2, . . . , n} is a system of coordinates, we can
conclude that the family {dzi ∧ dΓ | s + 1 ≤ i ≤ n} is
linearly independent. Then, since Θu(P sz) 6= 0, we have
that Ājiu − αjiu = 0 for s + 1 ≤ i ≤ n and, returning
to (9), we derive that d

(
Φ̄ju(P sz)−

∑s
i=1 α

ji
u z

i
)
∧ dΥ =

0, that is, for some function Φu, we have Φ̄ju(P sz) −∑s
i=1 α

ji
u z

i = Φju(y), with y = [y1 y2 . . . yq]>. Therefore,
we can rewrite F ju(z) =

∑n
i=s+1 Ā

ji
u z

i + Φ̄ju(P sz) =∑n
i=s+1 Ā

ji
u z

i +
∑s
i=1 α

ji
u z

i + Φju(y) and so, setting Ajiu ={
αjiu if i = 1, 2, . . . , s
Ājiu if i = s+ 1, s+ 2, . . . , n we arrive to a system in

the form of (3).
Finally, we consider the case s = n. In this case, due to

condition a., the elements of g form a local coordinate system.
Then, in coordinates z = g(x), equation (4a) becomes ż =
Dg−1zgfu(g−1z) =: Φ̄u(z). Proceeding as above, from b.v.,
there exist αju =

∑n
i=1 α

ji
u dzi, with αjiu ∈ R for j, i =

1, 2, . . . , n, such that 0 = d
(
Φ̄ju(P sz)−

∑n
i=1 α

ji
u z

i
)
∧ dΥ,

that is, Φ̄ju(P sz) =
∑n
i=1 α

ji
u z

i + Φju(y), for a suitable
function Φu. Setting Ajiu = αjiu we conclude that system (4)
takes the target form in coordinates z = g.

III. AN ALGORITHM TO FIND THE s-TUPLE X

In the previous section we saw that the necessary and
sufficient conditions to cast the original system (4) in the
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desired target form (3) boil down to find a suitable s-tuple X
of vector fields. This section addresses the problem of finding
these vector fields. It is important to note that, as it will be
seen, the proposed algorithm will end up with a (possible
nonlinear) PDE system. The s-tuple will be any solution of
that PDE (we may have more variables than equations), which
depending on the system under consideration may not be an
easy task. To find an algorithm that provides an unique s-tuple
X (avoiding solving the system of PDEs), we may need to
restrict the class of systems (4) under consideration (cf. [23]).
Before we present the algorithm, we present the following
result, which generalizes for the multi-output case the results
in [16].

Lemma 3.1: Let system (6) be observable in the rank sense
at x0 with s < n. Denote {dg} := {dgj | j = 1, 2, . . . , s}
and Lu := Lfu for every u ∈ Rm. Then, it is possible to
construct a length-k0 sequence of subsets S1, S2, . . . , Sk0
such that
• S1 ⊂ {1, 2, . . . , s} × Rm and Sk ⊂ Sk−1 × Rm, for
k = 2, 3, . . . , k0;

• for 1 ≤ k1 ≤ k0, Bk1 := {dg} ∪{
dLuk

Luk−1 . . .Lu1g
i

∣∣∣∣ k = 1, 2, . . . , k1 and
(i, u1, u2, . . . , uk) ∈ Sk

}
is, in a suitable neighborhood U of x0, a basis
for the C∞(U)-module spanned by {dg} ∪dLuk

Luk−1 . . .Lu1g
i

∣∣∣∣∣ k = 1, 2, . . . , k1

i = 1, 2, . . . , s
u1, u2, . . . , uk ∈ Rm

;

• Bk0 is a basis for dO, where O is the observable space.
Due to the space restrictions the proof is omitted. Basically,

it consists of “generalizing” the ideas from [16] to the multi-
output case; details can be found in [22].

THE ALGORITHM: The case s < n. Consider system (4)
and suppose that the auxiliary system (6) is observable in the
rank sense. To find a s-tuple of vector fields satisfying the
conditions of Theorem 2.1 we may proceed as follows: first
of all, for a s-tuple of vector fields X = (X1, X2, . . . , Xs),
define recursively the following (s + 1)-forms: IX(r, u1) :=
dLu1g

r ∧ dΓ, for all r ∈ {1, 2, . . . , s} and u1 ∈ Rm, and
IX(r, u1, u2, ..., uk−1, uk) := (Luk

ιXIX(r, u1, u2, ..., uk−1)) ∧ dΓ, for
all r ∈ {1, 2, . . . , s}, k ≥ 2 and u1, u2, . . . , uk ∈ Rm.
Then, fix a sequence S as in Lemma 3.1. We look for
a s-tuple X = (X1, X2, . . . , Xs) of vector fields, with
Xi =

∑n
j=1X

j
i
∂/∂xj solving, step by step, the following:

1. dgj(Xi) = δji for all i, j ∈ {1, 2, . . . , s};
2. successively for 1 ≤ k ≤ k0:

a. for all j ∈ {1, 2, . . . , s} and v1, v2, . . . , vk ∈ Rm,
IX(j, v1, v2, ..., vk) ∈ spanR{IX(r, u1, u2, ..., ul)

| l ∈
{1, 2, . . . , k} and (r, u1, u2, . . . , ul) ∈ Sl};

b. for all (r, u1, u2, . . . , uk) ∈ Sk,
dιXIX(r, u1, u2, ..., uk) = 0;

3. for all (j, u1, u2, . . . , uk0) ∈ Sk0 and v ∈ Rm,
IX(j, u1, u2, ..., uk0 , v) ∈ spanR{IX(r, u1, u2, ..., ul)

| l =
1, 2, . . . , k0 and (r, u1, u2, . . . , ul) ∈ Sl};

4. for all j ∈ {1, 2, . . . , s}, k ∈ {1, 2, . . . , k0} and
(r, u1, u2, . . . , uk) ∈ Sk, both (dιfudgj) ∧ dΥ and
(dιfuιXIX(r, u1, u2, ..., uk)) ∧ dΥ are elements of the real
vector space spanned by {dgi ∧ dΥ | i = 1, 2, . . . , s} ∪

{
(ιXIX(r, u1, u2, ..., uk)) ∧ dΥ

∣∣∣∣k ∈ {1, 2, . . . , k0},
(r, u1, u2, . . . , uk) ∈ Sk

}
.

It turns out, from the way the s-tuple X is defined, that it
will satisfy the conditions of Theorem 2.1 iff it results from
the algorithm. This can be verified by noticing that the first
steps consist in deriving the properties that the vector fields
Xi must satisfy. The last step is related with the implicit
nature of the output equation. Note that the solution for X
is not necessarily unique but, as soon as we have derived
the properties of each Xi, we only have to chose a s-
tuple satisfying them. Section IV-B describes an example that
illustrates this algorithm.

The case s = n. Let system (6) be observable in the rank
sense. From Theorem 2.1, the system (4) can be rewritten
in target form iff a. holds together with dLfudgi ∧ dΥ ∈
spanR{dg} ∧ dΥ, for all i = 1, 2, . . . , n.

IV. EXAMPLES

We start to show a simple example that is not covered by
the frameworks proposed previously in [5], [6], [8], [12]–[16].
Then, with a second example we elucidate the details of the
proposed algorithm.

A. A perspective output system

Consider the following perspective output system with state
x = [x1 x2]> ∈ R2, single input u ∈ R, and with output
y ∈ R given by the ratio x2

/x1 (with x1 6= 0) that also acts as
an external input on the system,

ẋ = fu(x) =
[

0 1
−1 0

]
x+

[
0

y + u

]
; y = x2

/x1. (11)

Notice that the output equation can be written as x1y = x2

or as
[
0 −1

]
x + x>

[[
1
0

]]
y = 0, which is in the form

of equation (3b), because x = P 2x. Thus, system (11)
can be rewritten in the form of system (3). This implies
that it is possible to design an observer with linear error
dynamics, for example, from [3, section 3], we can construct
the following robust H∞ type optimal observer with dynamics
˙̂x =

[
0 1
−1 0

]
x̂+

[
0

y + u

]
− γ2Q

[
y2 −y
−y 1

]
x̂, where γ > 0

is a given gain level. The matrix Q is a matrix solving Q̇ =[
λ 1
−1 λ

]
Q + Q

[
λ −1
1 λ

]
− γ2Q

[
y2 − γ−2 −y
−y 1− γ−2

]
Q,

Q(0) = Q0, with Q−1
0 > 0, where λ ≥ 0 denotes a forgetting

factor. It follows that the estimation error x̃ = x̂− x satisfies

the linear dynamics ˙̃x =
([

0 1
−1 0

]
− γ2Q

[
y2 −y
−y 1

])
x̃.

Now, we show that (11) cannot be written in the form
ż = Auz + Φu(y); y = z1. To this end, we use
the results from [13] (see also [14]–[16]) or from Theo-
rem 2.1, that say that a necessary condition is that the
statements a. and b.i.-b.iv. in Theorem 2.1 must hold with
dΓ = dy and g = y. From (11), it follows that dy =

1
(x1)2 (x1dx2 − x2dx1), dy(fu) = −1 − y2 + y+u

x1 , and
dLfu

y ∧ dy = − y+u
(x1)3 dx1 ∧ dx2. Then, from (7), we can

conclude that ΩX1 = spanR

{
y+u
(x1)3 dx1 ∧ dx2 | u ∈ R

}
=
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spanR

{
y

(x1)3 dx1 ∧ dx2, y+1
(x1)3 dx1 ∧ dx2

}
has dimension 2.

Since ΩX1 ⊆ ΩX , we conclude that b.ii. does not hold.
Also, system (11) cannot be, in a neighborhood of an

arbitrary point x0 = [x1
0 x

2
0]> (with x1

0 6= 0), rewritten in the
target forms of [12] and [6]. In [12, eq. (6)] the desired form
is: ż = F̄ (u, z) = [F̄ 1(u, z) F̄ 2(u, z)]>; y = C1z = z1,
where |∂F̄ 1

/∂z2(u, z)| must remain away from zero. Notice
that by rewriting fu = x2∂/∂x1 + (−x1 + y+u)∂/∂x2 as fu =
F̄ 1∂/∂z1 + F̄ 2∂/∂z2, we find that F̄ 1 = x2∂z1/∂x1 + (−x1 +
y + u)∂z1/∂x2 = −(z1)2 − 1 + z1+u/x1, and ∂F̄ 1

/∂z2(u, z) =
(z1 + u)∂(1/x1)/∂z2 that vanishes for z1 + u = 0, that is,
the condition does not hold in neighborhoods of points x0

with x2
0 = −ux1

0. On the other hand, in [6, syst. (3)–(4)]
(see also [5]) the desired form is: ż = Az + β(ỹ); ỹ =

Ψ(y) = z2, (x1 6= 0); where A =
[
0 0
1 0

]
, β is a

suitable function, and Ψ is a local diffeomorphism. Rewriting
f0 = x2∂/∂x1 + (−x1 + y)∂/∂x2 as f0 = F̄1∂/∂z1 + F̄2∂/∂z2

(we fix the input because in [6, syst. (3)–(4)] it is not con-
sidered), we find that F̄2 = x2∂z2/∂x1 + (−x1 + y)∂z2/∂x2 =
−x2DyΨx2

/(x1)2+(−x1+y)DyΨ1/x1 = (−y2−1+y/x1)DyΨ.
Since ỹ = z2, the system will be in the target form of [6]
only if ∂F̄2

/∂z1 = 1 and, from y = Ψ−1(z2), we find that 1 =
∂F̄2

/∂z1 = yDyΨ∂(1/x1)/∂z1 and we may write dz1 ∧ dz2 =
yDyΨ∂(1/x1)/∂z1dz1∧dz2 = yDyΨd(1/x1)∧dz2, from which
we obtain dz1∧dz2 = yDyΨ(−1/(x1)2)dx1∧DyΨ1/x1dx2 =
−y/(x1)3(DyΨ)2dx1 ∧ dx2. Therefore dz1 ∧ dz2 vanishes if
y = 0, that is, (z1, z2) is not a system of coordinates in the
neighborhoods of points x0 with x2

0 = 0.
The example also shows that the possibility of finding a

transformation that yields a system in the target form (3)
depends on the choice of g in the output equation (4b). If, for
example, we rewrite (x1)2y = x1x2, in a small neighborhood
of [1 0]> we have that ĝ = x1x remains close to g = x but, we
loose the target form in the variables z = ĝ = [(x1)2 x1x2]>.
That is, we would have Ω[X, ĝ] = spanR{dz1, dz2} and
dιf0dz2 ∧ dy = (2y2 − 2 + y/x1)dx1 ∧ dx2, dz1 ∧ dy =
2dx1∧dx2, and dz2∧dy = 2ydx1∧dx2. Since 2y2−2+y/x1 /∈
spanR{1, y}, in any neighborhood of [1 0]>, condition b.v
will not hold.

Notice also that we do not require the auxiliary output to
be flat (see definition in [8], [9]) . Indeed system (11) can be
written in target form for g = x and, because ġ1 − g2 = 0,
g is not differentially algebraically independent, which means
that g is not flat.

B. Illustration of the algorithm
Consider the following system

ẋ = fu(x) =

 e−x
1
(x3 + u)

x3 + (x1 + x2 − ex
1
)2 − e−x

1
(x3 + u)

x3 + sin(x1 + x2 − ex
1
)

 ,
y =

[
x1 + x2 − ex

1

e−x
1
(x1 + x2)

]
,

with state x = [x1 x2 x3]>, output y = [y1 y2]> and input
u ∈ R, where the goal is to write it in the form (3) in a
neighborhood N of the point x0 = [0 0 0]>. From the output
equation select g1(x) = ex

1
and g2(x) = x1+x2 as candidates

for the first two coordinates. With this choice we see that for
g := [g1 g2]> we can write the output equation as[

1 −1
0 −1

]
g(x) + g(x)>Dy +

[
1 0
0 0

]
y = 0,

with Du = D = colM

([
0 0
0 0

]
,

[
0 1
0 0

])
and therefore it

can be written in the form (4b). In this case, dΓ := dg1 ∧
dg2 = ex

1
dx1 ∧ dx2 6= 0, dy1 = (1− ex

1
)dx1 + dx2, dy2 =

e−x
1
(1−x1−x2)dx1 +e−x

1
dx2 and dΥ = e−x

1
y1dx1∧dx2.

Moreover, dy1∧dΓ = 0 = dy2∧dΓ. The next step consists in
checking the observability of the auxiliary system ẋ = fu(x),{
ȳ1 = g1 = ex

1

ȳ2 = g2 = x1 + x2 , in the rank sense. To this end, we see

that S := {g1, g2, L0g
1} is a subset of the observable space

O, and dS|x0 := {dx1, dx1 + dx2, dx3}, which has rank 3.
Therefore, the observability holds.

The length-1 sequence S1 = {(1, 0)} ⊂ {1, 2}×R satisfies
the conditions of Lemma 3.1. Let X = (X1, X2) be a pair of
vector fields with X1 := X1

1
∂/∂x1 + X2

1
∂/∂x2 + X3

1
∂/∂x3 and

X2 := X2
1
∂/∂x1+X2

2
∂/∂x2+X3

2
∂/∂x3. We can now go through

the algorithm proposed in Section III: From the conditions on
Step 1, dgi(Xj) = δij , we derive the identities X1

1 = e−x
1
,

X2
1 = −e−x

1
, X1

2 = 0, and X2
2 = 1. Therefore,

X1 = e−x
1
∂/∂x1 − e−x

1
∂/∂x2 +X3

1
∂/∂x3;

X2 = ∂/∂x2 +X3
2
∂/∂x3.

(12)

Now, we move to Step 2.a. From Lug1 = x3 +u and Lug2 =
x3 +(y1)2 we have that IX(1, u) = IX(2, u) = IX(1, 0) = dx3∧dΓ.
Thus, the inclusion {IX(1, u), I

X
(2, u)} ⊆ spanR{IX(1, 0)} is trivial

and we see that this step of the algorithm does not provide
additional information about the pair of vector fields X (for the
present example). From this step we must keep the expression
found for IX(1, 0) since it will be needed in the following steps.

In Step 2.b we use the identity dιXIX(1, 0) = 0. From dx1 ∧
dx2∧dx3(X1, X2, V ) = (−X3

1−X3
2 e−x

1
)V 1−X3

2 e−x
1
V 2+

e−x
1
V 3 we obtain

ιXIX(1, 0) = ιX(ex
1
dx1 ∧ dx2 ∧ dx3)

= (−X3
1 ex

1
−X3

2 )dx1 −X3
2 dx2 + dx3 (13)

and dιXIX(1, 0) = −ex
1
dX3

1 ∧dx1−dX3
2 ∧dx1−dX3

2 ∧dx2.

Thus, rewriting for j = 1, 2, dX3
j = ∂X3

j

∂x1 dx1 + ∂X3
j

∂x2 dx2 +
∂X3

j

∂x3 dx3 and taking into account that the 2-forms dx1 ∧ dx2,
dx1 ∧ dx3 and dx2 ∧ dx3 are linearly independent in Λ2(Ω),
from dιXIX(1, 0) = 0 we obtain ∂X3

2
∂x3 = 0, ex

1 ∂X3
1

∂x3 + ∂X3
2

∂x3 = 0

and ex
1 ∂X3

1
∂x2 + ∂X3

2
∂x2 − ∂X3

2
∂x1 = 0, that is,

∂X3
2

∂x3
=
∂X3

1

∂x3
= 0 and ex

1 ∂X3
1

∂x2
+
∂X3

2

∂x2
=
∂X3

2

∂x1
. (14)

For the next step in the algorithm we need to compute
IX(1, 0, v) = (LvιXIX(1, 0)) ∧ dΓ for v ∈ R. First, after some
direct computations, we find

LvιXIX(1, 0)

= d(x3(1−X3
1 −X3

2 )− vX3
1 − (y1)2X3

2 + sin(y1)). (15)
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Then, using the first identity in (14), we obtain IX(1, 0, v) =
(1 − X3

1 − X3
2 )ex

1
dx1 ∧ dx2 ∧ dx3. From Step 3 it follows

that 1−X3
1 −X3

2 must be a constant, that is,

d(X3
1 +X3

2 ) = 0. (16)

Finally, we move to the last step of the algorithm. At this
point we have the identities dg1 ∧ dΥ = 0 = dg2 ∧ dΥ
and, from (13), ιXIX(1, 0) ∧ dΥ = ((−X3

1 ex
1 − X3

2 )dx1 −
X3

2 dx2 + dx3)∧ dΥ = dx3 ∧ dΥ. Hence, from the Step 4 we
must have that for all v ∈ R the 3-forms (dιfv

dg1) ∧ dΥ,
(dιfv

dg2) ∧ dΥ, and (dιfv
ιXIX(1, 0)) ∧ dΥ are all in the

real vector space E spanned by {dx3 ∧ dΥ}. We compute
(dιfv

dg1) ∧ dΥ = d(x3 + u) ∧ dΥ = dx3 ∧ dΥ ∈ E,
(dιfv

dg2) ∧ dΥ = d(x3 + (y1)2) ∧ dΥ = dx3 ∧ dΥ ∈ E,
and (dιfv

ιXIX(1, 0)) ∧ dΥ = (LvιXIX(1, 0)) ∧ dΥ. From (15)
and (16) we have (LvιXIX(1, 0))∧ dΥ = (1−X3

1 −X3
2 )dx3 ∧

dΥ−vdX3
1∧dΥ−(y1)2dX3

2∧dΥ. Then, from the first identity
in (14), we have that (LvιXIX(1, 0))∧dΥ = (1−X3

1−X3
2 )dx3∧

dΥ, and from (16), we derive that (LvιXIX(1, 0)) ∧ dΥ ∈ E.
At this point, from the last step we do not obtain any
additional information. Therefore, all the pairs of vector fields
X = (X1, X2) resulting from the proposed algorithm are
now completely characterized by the conditions (12), (16)
and (14). We can now select a pair of vector fields satisfying
those conditions; for example the pair X = (X1, X2) with
X1 = e−x

1
∂/∂x1− e−x

1
∂/∂x2 and X2 = ∂/∂x2. Notice that for

this choice, from (13), we have ιXIX(1, 0) = dx3. This means
that the change of coordinates (z1, z2, z3) := (ex

1
, x1 +

x2, x3) should transform the original system to the target
form. Indeed, using (5), we obtain ∂/∂x1 = ex

1
∂/∂z1 + ∂/∂z2,

∂/∂x2 = ∂/∂z2, and ∂/∂x3 = ∂/∂z3. After substitution, we
conclude that fu = e−x

1
(x3+u)∂/∂x1+(x3+(x1+x2−ex

1
)2−

e−x
1
(x3 + u))∂/∂x2 + (x3 + sin(x1 + x2 − ex

1
))∂/∂x3 reads

fu = (z3 + u)∂/∂z1 + (z3 + (y1)2)∂/∂z2 + (z3 + sin(y1))∂/∂z3
in the new coordinates. In other words we arrive to the system
in the desired target form, with P 2z = [z1 z2]>

ż =

 z3 + u
z3 + (y1)2

z3 + sin(y1)

 =

 0 0 1
0 0 1
0 0 1

 z +

 u
(y1)2

sin(y1)


0 =

[
1 −1
0 −1

]
P 2z + (P 2z)>Duy +

[
1 0
0 0

]
y.

Again, note that the previous change of variables works
globally and not only in a neighborhood of the origin x0,
while the “explicit choice”: g1 = y1, g2 = y2, cannot be
even part of a system of coordinates around a point x̄ where
y1(x̄) = x̄1 + x̄2 − ex̄

1
vanishes, because dy1 ∧ dy2 |x̄ =

e−x
1
y1dx1 ∧ dx2 |x̄ = 0.

V. CONCLUDING REMARKS

In this paper, for a specific class of nonlinear systems,
we have presented the necessary and sufficient conditions for
time-varying linearization up to multi-output injection with
implicit outputs. It is important to stress that i) the conditions
obtained encompass the ones for linear systems, ii) the class of

systems that admit a coordinate transformation is larger since
it includes all the systems that can be transformed to a linear
system up to output injection, and iii) for any system written in
the target form (3), there exists an observer (Kalman-like) that
exhibits in the new coordinate system linear error dynamics.
To obtain the coordinate transformation we have proposed an
algorithm. The procedure has been illustrated with examples.

REFERENCES

[1] A. A. Agrachev and Y. L. Sachkov, Control Theory from the Geomet-
ric Viewpoint, ser. Encyclopaedia of Mathematical Sciences, no. 87,
Springer, 2004.

[2] A. P. Aguiar and J. P. Hespanha, “Minimum-energy state estimation
for systems with perspective outputs,” IEEE Trans. Automat. Control,
vol. 51, pp. 226–241, 2006.

[3] ——, “Robust filtering for deterministic systems with implicit outputs,”
Systems Control Lett., vol. 58, no. 4, pp. 263–270, 2009.
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