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#### Abstract

For a class of nonlinear systems we investigate the problem of under what conditions there exists a coordinate transformation that yields a state affine linear system up to output injection with implicit outputs. In particular, we provide necessary and sufficient conditions for time-varying linearization up to multi-output injection. We highlight that if the conditions hold, as a consequence, it is possible in the new coordinates to construct an observer with linear error dynamics. We propose a methodology to find the coordinate transformation. Several examples illustrate the proposed procedure.
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## I. Introduction

The problem of identifying sub-classes in the general class of continuous-time nonlinear systems described by

$$
\begin{align*}
& \dot{x}=f_{u}(x):=f(u, x)  \tag{1a}\\
& y=h_{u}(x):=h(u, x) \tag{1b}
\end{align*}
$$

for which there exists, at least locally, an observer with linear error dynamics has been an active topic along the years [11], [13]-[16], [18]-[20]. More precisely, given (1), where $f$ and $h$ are sufficiently smooth functions, $x \in \mathbb{R}^{n}$ is the state, $u \in \mathbb{R}^{m}$ is an input signal and $y \in \mathbb{R}^{q}$ is the measured output, a classical question is whether does exist a smooth change of coordinates $z=\Theta(x)$ (a local diffeomorphism) such that for the system written in the new coordinates it is possible to construct a state observer $\hat{z}$ so that the estimation error $\tilde{z}=\hat{z}-z$ is governed by an asymptotically stable linear (possibly time varying) dynamical system. If this is the case, then $\hat{x}=\Theta^{-1}(\hat{z})$ is an observer for the original system and the estimation error converges exponentially fast to zero as time goes to infinity.

Motivated by the above question, pioneering work in this area includes the results by Krener in [18], and Krener and Isidori in [19]. In the former, the linearization of a nonlinear system is addressed with no reference to any output; in the latter the linearization is studied up to output injection, that is, the aim is to find $z=\Theta(x)$ for a nonlinear system $\dot{x}=$ $f(x), y=h(x)$ that leads to a linear system up to an output injection: $\dot{z}=A z+\Phi(y), y=C z$, where $A$ and $C$ are linear maps and the vector field $\Phi(y)$ only depends on the

[^0]known output signal $y$. In this case, a Luenberger type observer described by $\hat{z}=A \hat{z}+\Phi(y)+L(y-C \hat{x})$ with $L$ selected so that $A-L C$ is Hurwitz achieves a linear error dynamics $\dot{\tilde{z}}=(A-L C) \tilde{z}, \tilde{z}:=\hat{z}-z$, where $\tilde{z}(t) \rightarrow 0$ as $t \rightarrow+\infty$. More recently, using tools from Differential Geometry, Hammouri and Gauthier in [13], [14] and Hammouri and Kinnaert in [16] extended the linearization problem to systems in form (1) to obtain time-varying linear systems up to output injection of the form
\[

$$
\begin{equation*}
\dot{z}=A_{u} z+\Phi_{u}(y), \quad y=P^{q} z \tag{2}
\end{equation*}
$$

\]

where $P^{q} z=\left[z^{1} z^{2} \ldots z^{q}\right]^{\top} \in \mathbb{R}^{q}$ collects the first $q$ coordinates ${ }^{1}$ of $z=\left[z^{1} z^{2} \ldots z^{n}\right]^{\top} \in \mathbb{R}^{n}, q \leq n$. In their work, necessary and sufficient conditions to the existence of the desired change of coordinates $z=\Theta(x)$ are provided. Other approaches consist in linearizing a nonlinear system up to output injection by means of input/output transformation, see for example [10], [21].

In this paper, we depart from a different point of view by not restricting the target system to be in the form of (2). In fact, the motivation of this work emerged from the following observation: there exist relevant classes of systems that do not satisfy the conditions in [13], [14], [16], although it is still possible to construct an observer with linear error dynamics, see [3]. A simple example is the following system with a perspective output $y$ and state $x=\left[x^{1} x^{2}\right]^{\top}, x^{1} \neq 0$ : $\dot{x}=\left[\begin{array}{c}x^{2} \\ -x^{1}+y+u\end{array}\right], \quad y=x^{2} / x^{1}$. It turns out, as we will see later on in Section IV-A, that it is not possible to write it in the target form considered in [13], [14], [16], which is $\dot{z}=A_{u} z+\Phi_{u}(y), y=z^{1}$, for $z=\left[z^{1} z^{2}\right]^{\top}$, or even other recent suitable target forms that were considered in [5], [6], [12]. However, the system takes the simple form $\dot{x}=A x+\Phi_{u}(y), \quad x^{1} y=x^{2}$, for which there exists an observer with linear error dynamics. This last fact can be concluded from the results in [2], [3], where actually this observation holds for more general systems in the form

$$
\begin{align*}
& \dot{z}=A_{u} z+\Phi_{u}(y)  \tag{3a}\\
& 0=C_{u} P^{s} z+\left(P^{s} z\right)^{\top} D_{u} y+E_{u} y+F_{u} \tag{3b}
\end{align*}
$$

where $A_{u}, C_{u}, E_{u}$, and $F_{u}$ are matrices with real entries, $D_{u}$ is a column matrix whose entries are matrices $D_{u}^{i} ; i=1, \ldots, p$, and $s \leq n$. In (3), both the input and output are assumed to be known. Following [3], an optimal observer for (3) is given by

[^1]$\dot{\hat{z}}=A_{u} \hat{x}+\Phi_{u}(y)-Q\left(M_{1} \hat{z}+M_{2}\right)$ where $Q$ satisfies a dynamic Riccati-like equation, and $M_{1}$ and $M_{2}$ are matrices depending on $(y, u)$. It turns out that the resulting error dynamics $\tilde{z}=$ $z-\hat{z}$ is linear and its convergence depends on some suitable observability conditions, see [3, section 3.1] for the details.

Problem statement: Consider a general nonlinear system of the form

$$
\begin{align*}
\dot{x} & =f_{u}(x)  \tag{4a}\\
0 & =C_{u} g(x)+g(x)^{\top} D_{u} y+E_{u} y+F_{u} \tag{4b}
\end{align*}
$$

where $x \in \Omega \subseteq \mathbb{R}^{n}$ is the state of the system, $\Omega$ an open subset, $u \in \mathbb{R}^{m}$ and $y \in \mathbb{R}^{q}$ are respectively the input and output signals, both assumed to be known. Our goal is to find the necessary and sufficient conditions under which system (4) can be rewritten, up to a change of coordinates, in a system like (3). Note that once in (3), it is possible to construct an observer with linear error dynamics. In (4), we consider that $f_{u}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{s}$, with $s \leq n$, are smooth $\left(C^{\infty}\right)$ functions in $\Omega, C_{u} \in \mathcal{M}_{p \times s}(\mathbb{R}), E_{u} \in \mathcal{M}_{p \times q}(\mathbb{R})$ and $F_{u} \in \mathcal{M}_{p \times 1}(\mathbb{R})$ are matrices with real entries and $D_{u} \in \mathcal{M}_{p \times 1}\left(\mathcal{M}_{s \times q}(\mathbb{R})\right)$ is a column matrix with entries in $\mathcal{M}_{s \times q}(\mathbb{R})$. Notice that, as the notation suggests, these matrices and $f_{u}$ may depend on the input $u$; we suppose that this dependence is smooth. For vectors $v_{1}=\left[v_{1}^{1} v_{1}^{2} \ldots v_{1}^{s}\right]^{\top} \in \mathbb{R}^{s}$ and $v_{2}=$ $\left[v_{2}^{1} v_{2}^{2} \ldots v_{2}^{q}\right]^{\top} \in \mathbb{R}^{q}$, the operation $v_{1}^{\top} D_{u} v_{2}$ is to be understood as $v_{1}^{\top} D_{u} v_{2}:=\left[\begin{array}{llll}v_{1}^{\top} D_{u}^{1} v_{2} & v_{1}^{\top} D_{u}^{2} v_{2} & \ldots & v_{1}^{\top} D_{u}^{p} v_{2}\end{array}\right]^{\top}$ where $D_{u}^{1}, D_{u}^{2}, \ldots, D_{u}^{p}$ are the entries of the column matrix $D_{u}$. Thus, the output equation (4b) is an identity in $\mathcal{M}_{1 \times p}(\mathbb{R})$ (i.e., in $\mathbb{R}^{p}$ ); we consider that it completely defines $y$ in a neighborhood of an interesting point $x_{0}, y(u, x)=\Psi_{u}(g(x))$.

The rest of the paper is organized as follows: Section II describes the necessary and sufficient conditions to be able to rewrite the original system (4) in the desired target form (3). These conditions consist mainly in the existence of a suitable $s$-tuple of vector fields. In Section III we present an algorithm to find the suitable $s$-tuple of vector fields. Section IV illustrates the contribution of the paper with two examples. Brief conclusions are discussed in Section V.

Notation and definitions: We assume that the reader has some familiarity with basic concepts of Differential Geometry and Control Theory. We briefly recall some terminology. For a more complete discussion on what follows we suggest the works [1], [7], [17], see also [22].

Given a system of coordinates $\left(x^{1}, x^{2}, \ldots, x^{n}\right)$, we consider the vector fields in $\mathbb{R}^{n}$, $\partial / \partial x^{k}$ defined by $\partial / \partial x^{k}(x)=$ $\left[\begin{array}{llll}\delta_{k}^{1} & \delta_{k}^{2} & \ldots & \delta_{k}^{n}\end{array}\right]^{\top} \in T_{x} \mathbb{R}^{n} \sim \mathbb{R}^{n}$, where $\delta_{i}^{j}, i, j \in \mathbb{N}$, is the Kronecker delta function. We denote by $\mathcal{V}(\Omega)$ the $C^{\infty}(\Omega)$ module of smooth vector fields in $\Omega$ and, by $\Lambda^{k}(\Omega)$ the $C^{\infty}(\Omega)$-module of (differential) $k$-forms, $k \in \mathbb{N}$, defined in the Cartesian product $\mathcal{V}(\Omega)^{k}$. We denote by $\alpha \wedge \beta$ the wedge product between the forms $\alpha$ and $\beta$, and by $\iota_{X} w$ the interior product $\iota_{X} w\left(V_{1}, V_{2}, \ldots, V_{k-1}\right):=w\left(X, V_{1}, V_{2}, \ldots, V_{k-1}\right)$ between a vector field $X$ and a $k$-form $w$; for a $r$-tuple of vector fields, with $r \leq k$, we define recursively $\iota_{\left(X_{1}, X_{2}, \ldots, X_{r}\right)} w:=$ $\iota_{X_{r}} \iota_{\left(X_{1}, X_{2}, \ldots, X_{r-1}\right)} w$. The exterior derivative of a $k$-form $w$ will be denoted by $\mathrm{d} w$. The tuple $\left(h^{1}, h^{2}, \ldots, h^{n}\right)$ of smooth functions is a system of coordinates in $\Omega \subseteq \mathbb{R}^{n}$ if $\left.\mathrm{d} h^{1} \wedge \mathrm{~d} h^{2} \wedge \cdots \wedge \mathrm{~d} h^{n}\right|_{x} \neq 0$, for all the points $\bar{x} \in \Omega$. Given two systems of local coordinates $\left(x^{1}, x^{2}, \ldots, x^{n}\right)$ and
$\left(h^{1}, h^{2}, \ldots, h^{n}\right)$, respectively, we have

$$
\begin{equation*}
\partial / \partial x^{k}=\sum_{j=1}^{n} \partial h^{j} / \partial x^{k} \partial / \partial h^{j} \tag{5}
\end{equation*}
$$

We denote by $\mathcal{L}$ the Lie derivative operator. For a vector field $X$, and a $k$-form $w$ we have: $\mathcal{L}_{X} w:=\iota_{X} \mathrm{~d} w=\mathrm{d} w(X)$ if $k=0$, and $\mathcal{L}_{X} w:=\left(\iota_{X} \mathrm{~d}+\mathrm{d} \iota_{X}\right) w$ if $k \geq 1$.

We denote $D_{u}=\operatorname{col}_{\mathcal{M}}\left(D_{u}^{1}, D_{u}^{2}, \ldots, D_{u}^{p}\right)$, where the subscript $\mathcal{M}$ means that the entries of the matrix $D_{u}$, appearing in (3b), are matrices. We may also define the matrix $\widehat{D}_{u}=\operatorname{col}_{\mathbb{R}}\left(D_{u}^{1}, D_{u}^{2}, \ldots, D_{u}^{p}\right)$ with real entries. As an illustration, $\operatorname{col}_{\mathbb{R}}\left(D_{u}^{1}, D_{u}^{2}\right)$ and $\operatorname{col}_{\mathcal{M}}\left(D_{u}^{1}, D_{u}^{2}\right)$ stand, respectively, for $\left[\begin{array}{ll}a_{11} & a_{12} \\ b_{11} & b_{12}\end{array}\right]$ and $\left[\begin{array}{cc}a_{11} & a_{12} \\ b_{11} & b_{12}\end{array}\right]$
$D_{u}^{1}=\left[\begin{array}{ll}a_{11} & a_{12}\end{array}\right]$ and $D_{u}^{2}=\left[\begin{array}{ll}b_{11} & b_{12}\end{array}\right]$.

## II. MAIN THEOREM

We recall that our task is to find the conditions to the existence of a change of coordinates that carries (4) into the target form (3). To this effect, we introduce the following auxiliary system

$$
\begin{equation*}
\dot{x}=f_{u}(x), \quad \bar{y}=g(x) \tag{6}
\end{equation*}
$$

where $f_{u}$ and $g$ are obtained from (4). The auxiliary output $\bar{y}$ will provide the set of candidates to the first new $s$ coordinate functions. We assume that this auxiliary system is observable in the rank sense (see, e.g., [4]) in a neighborhood of a given point $x_{0}$, which implies that $\left\{\left.\mathrm{d} w\right|_{x_{0}} \mid w \in \mathcal{O}\right\}$ is $n$-dimensional, where $\left.\mathrm{d} w\right|_{x_{0}}$ is the evaluation at $x_{0}$ of the form $\mathrm{d} w$, and $\mathcal{O}$ the smallest set containing $\left\{g^{1}, g^{2}, \ldots, g^{s}\right\}$ and closed under all the Lie derivatives $\left\{\mathcal{L}_{f_{u}} \mid u\right.$ is a constant in $\left.\mathbb{R}^{m}\right\}$. Let $X=\left(X_{1}, X_{2}, \ldots, X_{s}\right)$ be a $s$-tuple of vector fields. Following a similar idea in [13], [14], define a sequence of vector spaces as follows: set $\mathrm{d} \Gamma:=\mathrm{d} g^{1} \wedge \mathrm{~d} g^{2} \wedge \cdots \wedge \mathrm{~d} g^{s}$ and denote by $\Omega_{1}^{X}$ the real vector space

$$
\begin{equation*}
\Omega_{1}^{X}:=\operatorname{span}_{\mathbb{R}}\left\{\mathrm{d} \mathcal{L}_{f_{u}} g^{j} \wedge \mathrm{~d} \Gamma \mid 1 \leq j \leq s \text { and } u \in \mathbb{R}^{m}\right\} \tag{7}
\end{equation*}
$$

Recursively, for $k \geq 2$, define the real vector space $\Omega_{k}^{X}:=$ $\operatorname{span}_{\mathbb{R}}\left\{\mathcal{L}_{f_{u}}\left(\iota_{X} w\right) \wedge \mathrm{d} \Gamma \mid w \in \Omega_{k-1}^{X}\right.$ and $\left.u \in \mathbb{R}^{m}\right\}$. Define also the smallest real vector space containing all these previous ones by $\Omega^{X}:=\operatorname{span}_{\mathbb{R}}\left\{w \mid w \in \Omega_{k}^{X}\right.$ and $\left.k \in \mathbb{N}_{0}\right\}$, where $\mathbb{N}_{0}:=\mathbb{N} \backslash\{0\}$ denotes the set of positive natural numbers, and consider the vector space $\Omega[X, g]:=\operatorname{span}_{\mathbb{R}}\left(\iota_{X} \Omega_{X} \cup\{\mathrm{~d} g\}\right)$, with $\{\mathrm{d} g\}:=\left\{\mathrm{d} g^{j} \mid j=1,2, \ldots, s\right\}$. Finally, denoting the $q$-form $\mathrm{d} \Upsilon:=\mathrm{d} y^{1} \wedge \mathrm{~d} y^{2} \wedge \cdots \wedge \mathrm{~d} y^{q}$, where $y(u, x)=$ $\left[y^{1} y^{2} \ldots y^{q}\right]^{\top}$ is the (known) output signal, we can now state the following result.

Theorem 2.1: Suppose that system (6) is observable in the rank sense in a neighborhood $U$ of a given point $x_{0}, \mathrm{~d} \Upsilon \neq 0$, and $\mathrm{d} y^{j} \wedge \mathrm{~d} \Gamma=0$ for $j=1,2, \ldots, q$. Then, up to a change of coordinates, system (4) can be written in the form of (3) in a sub-neighborhood $\mathcal{N} \subseteq U$ of $x_{0}$ if, and only if,
a. $\left.\mathrm{d} \Gamma\right|_{x_{0}} \neq 0 ;$
b. there exists a s-tuple of vector fields $X=$ $\left(X_{1}, X_{2}, \ldots, X_{s}\right)$ such that:
i. $\mathcal{L}_{X_{i}} g^{j}=\delta_{i}^{j}$ in $U$;
ii. the real dimension of $\Omega^{X}$ is equal to $n-s$ in $\mathcal{N}$;
iii. $\mathrm{d} \iota_{X} \Omega^{X}=\{0\}$ in $\mathcal{N}$;
iv. $\left.\wedge^{n-s} \iota_{X} \Omega^{X} \wedge d \Gamma\right|_{x_{0}} \neq\{0\}$ and
V. $\mathrm{d} \iota_{f_{u}} \Omega[X, g] \wedge \mathrm{d} \Upsilon \subseteq \Omega[X, g] \wedge \mathrm{d} \Upsilon$ in $\mathcal{N}$, for all $u \in \mathbb{R}^{m}$.

Remark 2.1: To have the desired output equation (3b) we select $z^{i}=g^{i}$ for $i \in\{1,2, \ldots, s\}$. For the rest of the coordinate functions, we may choose them such that $\left\{\mathrm{d} z^{j} \mid j=1,2, \ldots, n\right\}$ form a basis for $\Omega[X, g]$ and $\mathrm{d} \Gamma \wedge \mathrm{d} z^{s+1} \wedge \mathrm{~d} z^{s+2} \wedge \cdots \wedge \mathrm{~d} z^{n} \neq 0$.

Remark 2.2: Comparing the required conditions with those in [13], [14], [16] we notice that we have mainly two new statements: $d y^{j} \wedge d \Gamma=0$ and b.v, which do not introduce any restriction for the case that the output equation (4b) is in explicit form. In that case, $\mathrm{d} \Upsilon=\mathrm{d} \Gamma$, and b.v follows from the preceding conditions and from the definitions.

Next, we prove the necessity and sufficiency of the conditions in Theorem 2.1. To simplify the writing, we present the following auxiliary lemma. The proof is straightforward and omitted; it can be found in [22].

Lemma 2.2: Let $\left\{h^{j} \mid j=0,1, \ldots, r\right\}$ be a set of smooth functions such that $\mathrm{d} h^{1} \wedge \mathrm{~d} h^{2} \wedge \cdots \wedge \mathrm{~d} h^{r} \neq 0$ in a neighborhood $U \subseteq \Omega$ of a given point $x_{0}$. Then, $\mathrm{d} h^{0} \wedge \mathrm{~d} h^{1} \wedge \mathrm{~d} h^{2} \wedge \cdots \wedge \mathrm{~d} h^{r}=$ 0 in $U$ only if there exists a function $\phi: \mathbb{R}^{r} \rightarrow \mathbb{R}$ such that $h^{0}=\phi\left(h^{1}, h^{2}, \ldots, h^{r}\right)$ in a neighborhood $U_{1} \subseteq U$ of $x_{0}$.

Proof of Theorem 2.1. Necessity: First note that conditions a. and b.ii.-b.v. are intrinsic ones, that is, they do not depend on the system of coordinates. Thus, it is sufficient to check them for the target system (3) for a given point $z_{0}$. Notice that in this case $\mathrm{d} \Gamma=\mathrm{d} z^{1} \wedge \mathrm{~d} z^{2} \wedge \cdots \wedge \mathrm{~d} z^{s}$ and $\{\mathrm{d} g\}=$ $\left\{\mathrm{d} z^{1}, \mathrm{~d} z^{2}, \ldots, \mathrm{~d} z^{s}\right\}$. We now claim that the conditions in Theorem 2.1 hold for a system in the target form (3) with the $s$-tuple of vector fields $\tilde{X}=\left(\partial / \partial z^{1}, \partial / \partial z^{2}, \ldots, \partial / \partial z^{s}\right)$. To show this, first observe that conditions from a. to b.iv. can be proved similarly as in [13], [14]. For b.v. we proceed as follows: first we denote the right hand side of (3a) by $\mathcal{F}_{u}(z):=A_{u} z+\Phi_{u}(y)$, then we compute $\mathrm{d}\left(\iota_{\mathcal{F}_{u}} \mathrm{~d} z^{j}\right) \wedge \mathrm{d} \Upsilon=$ $\mathrm{d}\left(\sum_{i=1}^{n} A_{u}^{j i} z^{i}+\Phi_{u}^{j}(y)\right) \wedge \mathrm{d} \Upsilon$. Since $\mathrm{d} \Phi_{u}^{j} \wedge \mathrm{~d} \Upsilon=0$, it follows that $\mathrm{d}\left(\iota \mathcal{F}_{u} \mathrm{~d} z^{j}\right) \wedge \mathrm{d} \Upsilon=\sum_{i=1}^{n} A_{u}^{j i} \mathrm{~d} z^{i} \wedge \mathrm{~d} \Upsilon$ is in $\operatorname{span}_{\mathbb{R}}\left\{\mathrm{d} z^{j} \mid j=1,2, \ldots, n\right\} \wedge \mathrm{d} \Upsilon=\Omega[\tilde{X}, g] \wedge \mathrm{d} \Upsilon$, and this concludes the necessity proof.

Sufficiency: It is clear that the condition a. cannot hold for $s>n$. Let us first consider the case $s<n$. The proof of sufficiency uses some results described in [13], [14]; proceeding as it is presented in there, from the above conditions a. and b.i.-b.iv., we conclude that there exists a change of coordinates which transforms (6) into a system in the form $\dot{z}=\bar{A}_{u} Q^{s} z+\bar{\Phi}_{u}\left(P^{s} z\right), \quad \bar{y}=P^{s} z$, where $\bar{A}_{u}=\left[\bar{A}_{u}^{j i}\right] \in \mathcal{M}_{n \times(n-s)}(\mathbb{R})$ is a matrix; $j=1,2, \ldots, n$; $i=s+1, s+2, \ldots, n$. Now, it is clear that the same change of coordinates transforms system (4) into the system

$$
\begin{align*}
& \dot{z}=\bar{A}_{u} Q^{s} z+\bar{\Phi}_{u}\left(P^{s} z\right)  \tag{8a}\\
& 0=C_{u} P^{s} z+\left(P^{s} z\right)^{\top} D_{u} y+E_{u} y+F_{u} \tag{8b}
\end{align*}
$$

with $Q^{s}\left[z^{1} z^{2} \ldots z^{n}\right]^{\top}:=\left[z^{s+1} z^{s+2} \ldots z^{n}\right]^{\top}$. Notice that, although the output function $y=\Psi_{u}(g)$ is a function of $g$, and $P^{s} z=\bar{y}=g$, system (8) is not yet necessarily in the form of system (3) because $\Psi_{u}$ is not necessarily invertible. From [14], we know that $\mathrm{d} z=\left[\mathrm{d} z^{1} \mathrm{~d} z^{2} \ldots \mathrm{~d} z^{n}\right]^{\top}$ is given by $\left\{\begin{array}{ll}\mathrm{d} z^{j}=\mathrm{d} g^{j}, & \text { if } j=1, \ldots, s, \\ \mathrm{~d} z^{j}=\iota_{X} w^{j}, & \text { if } j=s+1, \ldots, n,\end{array}\right.$ where
$\left\{w^{j} \mid j=s+1, \ldots, n\right\}$ is a basis for the real vector space $\Omega^{X}$. From (8a) we have that the vector field $f_{u}$ in the coordinates $\left(z^{1}, z^{2}, \ldots, z^{n}\right)$ reads $f_{u}=\sum_{j=1}^{n} \mathcal{F}_{u}^{j \partial} / \partial z^{j}$ with $\mathcal{F}_{u}^{j}=\sum_{i=s+1}^{n} \bar{A}_{u}^{j i} z^{i}+\bar{\Phi}_{u}^{j}\left(P^{s} z\right)$ for each $j=1,2, \ldots, n$. Since $\mathcal{F}_{u}^{j}=\mathcal{L}_{f_{u}} z^{j}=\iota_{f_{u}} \mathrm{~d} z^{j}$ and $\mathrm{d} z^{j} \in \Omega[X, g]$, we have, from b.v., that there exist $\alpha_{u}^{j}=\sum_{i=1}^{n} \alpha_{u}^{j i} \mathrm{~d} z^{i}$, with $\alpha_{u}^{j i} \in \mathbb{R}$ for $j, i=1,2, \ldots, n$, such that $\mathrm{d} \mathcal{F}_{u}^{j} \wedge \mathrm{~d} \Upsilon=$ $\sum_{i=1}^{n} \alpha_{u}^{j i} \mathrm{~d} z^{i} \wedge \mathrm{~d} \Upsilon$, that is,

$$
\begin{equation*}
0=\mathrm{d}\left(\sum_{i=s+1}^{n} \bar{A}_{u}^{j i} z^{i}+\bar{\Phi}_{u}^{j}\left(P^{s} z\right)-\sum_{i=1}^{n} \alpha_{u}^{j i} z^{i}\right) \wedge \mathrm{d} \Upsilon \tag{9}
\end{equation*}
$$

By Lemma 2.2 it follows that $\sum_{i=s+1}^{n} \bar{A}_{u}^{j i} z^{i}+\bar{\Phi}_{u}^{j}\left(P^{s} z\right)-$ $\sum_{i=1}^{n} \alpha_{u}^{j i} z^{i}$ is a function that can be defined by means of $y=\left[y^{1} y^{2} \ldots y^{q}\right]^{\top}$ and, from the conditions $\mathrm{d} y^{j} \wedge \mathrm{~d} \Gamma=0$, each $y^{j}$ is a function of $g=P^{s} z$, that is, $y^{j}(u, x)=$ $\Psi_{u}^{j}\left(P^{s} z\right)$. In particular, since $\mathrm{d} \Upsilon \neq 0$, we have $s \geq q$. Thus, from $\mathrm{d} y^{j}=\sum_{i=1}^{s} \partial y^{j} / \partial z^{i} \mathrm{~d} z^{i}$ we can conclude that $\mathrm{d} \Upsilon=\sum_{\sigma \in \mathcal{S}_{(1,2, \ldots, s)}^{q}} \Theta_{u}^{\sigma}\left(P^{s} z\right) \mathrm{d} \Gamma^{\sigma}$, where $\mathrm{d} \Gamma^{\sigma}:=\mathrm{d} z^{\sigma(1)} \wedge$ $\mathrm{d} z^{\sigma(2)} \wedge \cdots \wedge \mathrm{d} z^{\sigma(q)}, \mathcal{S}_{(1,2, \ldots, s)}^{q}$ denotes the set of length$q$ strictly increasing sub-sequences of $(1,2, \ldots, s)$, and $\Theta_{u}^{\sigma}$ are smooth functions. Since $d \Upsilon \neq 0$, there exists at least one $\sigma_{0} \in \mathcal{S}_{(1,2, \ldots, s)}^{q}$ with non-vanishing $\Theta_{u}^{\sigma_{0}}\left(P^{s} z\right)$. Then, from (9) we have that

$$
\begin{equation*}
0=\sum_{\sigma \in \mathcal{S}_{(1,2, \ldots, s)}^{q}} \Theta_{u}^{\sigma} \mathrm{d}\left(\sum_{i=s+1}^{n}\left(\bar{A}_{u}^{j i}-\alpha_{u}^{j i}\right) z^{i}+\bar{\Phi}_{u}^{j}-\sum_{i=1}^{s} \alpha_{u}^{j i} z^{i}\right) \wedge \mathrm{d} \Gamma^{\sigma} . \tag{10}
\end{equation*}
$$

If $s>q$, after (wedge) multiplication by $\mathrm{d} z^{\hat{\sigma}_{0}(1)} \wedge \mathrm{d} z^{\hat{\sigma}_{0}(2)} \wedge$ $\cdots \wedge \mathrm{d} z^{\hat{\sigma}_{0}(q)}$, where $\hat{\sigma}_{0}$ is the length- $(s-q)$ sub-sequence of $(1,2, \ldots, s)$ whose elements are the ones in $\{1,2, \ldots, s\}$ and not in the range $\left\{\sigma_{0}(1), \sigma_{0}(2), \ldots, \sigma_{0}(q)\right\}$ of $\sigma_{0}$, we obtain $0=\bar{\Theta}_{u}\left(P^{s} z\right) \sum_{i=s+1}^{n}\left(\bar{A}_{u}^{j i}-\alpha_{u}^{j i}\right) \mathrm{d} z^{i} \wedge \mathrm{~d} \Gamma$, with $\bar{\Theta}_{u}=\Theta_{u}^{\sigma_{0}}$. Also, if $s=q$, (10) reduces to $0=$ $\bar{\Theta}_{u}^{u}\left(P^{s} z\right) \sum_{i=s+1}^{n}\left(\bar{A}_{u}^{j i}-\alpha_{u}^{j i}\right) \mathrm{d} z^{i} \wedge \mathrm{~d} \Gamma$, for a suitable $\bar{\Theta}_{u}$. Since $\left\{z^{j} \mid j=1,2, \ldots, n\right\}$ is a system of coordinates, we can conclude that the family $\left\{\mathrm{d} z^{i} \wedge \mathrm{~d} \Gamma \mid s+1 \leq i \leq n\right\}$ is linearly independent. Then, since $\bar{\Theta}_{u}\left(P^{s} z\right) \neq 0$, we have that $\bar{A}_{u}^{j i}-\alpha_{u}^{j i}=0$ for $s+1 \leq i \leq n$ and, returning to (9), we derive that $\mathrm{d}\left(\bar{\Phi}_{u}^{j}\left(P^{s} z\right)-\sum_{i=1}^{s} \alpha_{u}^{j i} z^{i}\right) \wedge \mathrm{d} \Upsilon=$ 0 , that is, for some function $\Phi_{u}$, we have $\bar{\Phi}_{u}^{j}\left(P^{s} z\right)$ $\sum_{i=1}^{s} \alpha_{u}^{j i} z^{i}=\Phi_{u}^{j}(y)$, with $y=\left[y^{1} y^{2} \ldots y^{q}\right]^{\top}$. Therefore, we can rewrite $\mathcal{F}_{u}^{j}(z)=\sum_{i=s+1}^{n} \bar{A}_{u}^{j i} z^{i}+\bar{\Phi}_{u}^{j}\left(P^{s} z\right)=$ $\sum_{i=s+1}^{n} \bar{A}_{u}^{j i} z^{i}+\sum_{i=1}^{s} \alpha_{u}^{j i} z^{i}+\Phi_{u}^{j}(y)$ and so, setting $A_{u}^{j i}=$ $\left\{\begin{array}{l}\alpha_{u}^{j i} \text { if } i=1,2, \ldots, s \\ \bar{A}_{u}^{j i} \text { if } i=s+1, s+2, \ldots, n\end{array}\right.$ we arrive to a system in the form of (3).

Finally, we consider the case $s=n$. In this case, due to condition a., the elements of $g$ form a local coordinate system. Then, in coordinates $z=g(x)$, equation (4a) becomes $\dot{z}=$ $D_{g^{-1} z} g f_{u}\left(g^{-1} z\right)=: \bar{\Phi}_{u}(z)$. Proceeding as above, from b.v., there exist $\alpha_{u}^{j}=\sum_{i=1}^{n} \alpha_{u}^{j i} \mathrm{~d} z^{i}$, with $\alpha_{u}^{j i} \in \mathbb{R}$ for $j, i=$ $1,2, \ldots, n$, such that $0=\mathrm{d}\left(\bar{\Phi}_{u}^{j}\left(P^{s} z\right)-\sum_{i=1}^{n} \alpha_{u}^{j i} z^{i}\right) \wedge \mathrm{d} \Upsilon$, that is, $\bar{\Phi}_{u}^{j}\left(P^{s} z\right)=\sum_{i=1}^{n} \alpha_{u}^{j i} z^{i}+\Phi_{u}^{j}(y)$, for a suitable function $\Phi_{u}$. Setting $A_{u}^{j i}=\alpha_{u}^{j i}$ we conclude that system (4) takes the target form in coordinates $z=g$.

## III. An ALGORITHM TO FIND THE $s$-TUPLE $X$

In the previous section we saw that the necessary and sufficient conditions to cast the original system (4) in the
desired target form (3) boil down to find a suitable $s$-tuple $X$ of vector fields. This section addresses the problem of finding these vector fields. It is important to note that, as it will be seen, the proposed algorithm will end up with a (possible nonlinear) PDE system. The $s$-tuple will be any solution of that PDE (we may have more variables than equations), which depending on the system under consideration may not be an easy task. To find an algorithm that provides an unique $s$-tuple $X$ (avoiding solving the system of PDEs), we may need to restrict the class of systems (4) under consideration (cf. [23]). Before we present the algorithm, we present the following result, which generalizes for the multi-output case the results in [16].

Lemma 3.1: Let system (6) be observable in the rank sense at $x_{0}$ with $s<n$. Denote $\{\mathrm{d} g\}:=\left\{\mathrm{d} g^{j} \mid j=1,2, \ldots, s\right\}$ and $\mathcal{L}_{u}:=\mathcal{L}_{f_{u}}$ for every $u \in \mathbb{R}^{m}$. Then, it is possible to construct a length- $k_{0}$ sequence of subsets $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots, \mathcal{S}_{k_{0}}$ such that

- $\mathcal{S}_{1} \subset\{1,2, \ldots, s\} \times \mathbb{R}^{m}$ and $\mathcal{S}_{k} \subset \mathcal{S}_{k-1} \times \mathbb{R}^{m}$, for $k=2,3, \ldots, k_{0}$;
 is, in a suitable neighborhood $U$ of $x_{0}$, a basis for the $C^{\infty}(U)$-module spanned by $\{\mathrm{d} g\} \cup$

$$
\begin{aligned}
& \left\{\begin{array}{l|l}
\left.\mathrm{d} \mathcal{L}_{u_{k}} \mathcal{L}_{u_{k-1}} \ldots \mathcal{L}_{u_{1}} g^{i} \left\lvert\, \begin{array}{l}
k=1,2, \ldots, k_{1} \\
i=1,2, \ldots, s \\
u_{1}, u_{2}, \ldots, u_{k} \in \mathbb{R}^{m}
\end{array}\right.\right\}
\end{array}\right\}
\end{aligned}
$$

Due to the space restrictions the proof is omitted. Basically, it consists of "generalizing" the ideas from [16] to the multioutput case; details can be found in [22].

The algorithm: The case $s<n$. Consider system (4) and suppose that the auxiliary system (6) is observable in the rank sense. To find a $s$-tuple of vector fields satisfying the conditions of Theorem 2.1 we may proceed as follows: first of all, for a $s$-tuple of vector fields $X=\left(X_{1}, X_{2}, \ldots, X_{s}\right)$, define recursively the following $(s+1)$-forms: $\mathcal{I}_{\left(r, u_{1}\right)}^{X}:=$ $\mathrm{d} \mathcal{L}_{u_{1}} g^{r} \wedge \mathrm{~d} \Gamma$, for all $r \in\{1,2, \ldots, s\}$ and $u_{1} \in \mathbb{R}^{m}$, and $\mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{k-1}, u_{k}\right)}^{X}:=\left(\mathcal{L}_{u_{k}} \iota_{X} \mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{k-1}\right)}^{X}\right) \wedge \mathrm{d} \Gamma$, for all $r \in\{1,2, \ldots, s\}, k \geq 2$ and $u_{1}, u_{2}, \ldots, u_{k} \in \mathbb{R}^{m}$. Then, fix a sequence $\mathcal{S}$ as in Lemma 3.1. We look for a $s$-tuple $X=\left(X_{1}, X_{2}, \ldots, X_{s}\right)$ of vector fields, with $X_{i}=\sum_{j=1}^{n} X_{i}^{j} \partial / \partial x^{j}$ solving, step by step, the following:

1. $\mathrm{d} g^{j}\left(X_{i}\right)=\delta_{i}^{j}$ for all $i, j \in\{1,2, \ldots, s\}$;
2. successively for $1 \leq k \leq k_{0}$ :
a. for all $j \in\{1,2, \ldots, s\}$ and $v_{1}, v_{2}, \ldots, v_{k} \in \mathbb{R}^{m}$, $\mathcal{I}_{\left(j, v_{1}, v_{2}, \ldots, v_{k}\right)}^{X} \in \operatorname{span}_{\mathbb{R}}\left\{\mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{l}\right)}^{X} \mid l \in\right.$ $\{1,2, \ldots, k\}$ and $\left.\left(r, u_{1}, u_{2}, \ldots, u_{l}\right) \in \mathcal{S}_{l}\right\} ;$
b. for all $\left(r, u_{1}, u_{2}, \ldots, u_{k}\right) \in \mathcal{S}_{k}$, $\mathrm{d} \iota_{X} \mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{k}\right)}^{X}=0 ;$
3. for all $\left(j, u_{1}, u_{2}, \ldots, u_{k_{0}}\right) \in \mathcal{S}_{k_{0}}$ and $v \in \mathbb{R}^{m}$, $\mathcal{I}_{\left(j, u_{1}, u_{2}, \ldots, u_{k_{0}}, v\right)}^{X} \in \operatorname{span}_{\mathbb{R}}\left\{\mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{l}\right)}^{X} \mid l=\right.$ $1,2, \ldots, k_{0}$ and $\left.\left(r, u_{1}, u_{2}, \ldots, u_{l}\right) \in \mathcal{S}_{l}\right\} ;$
4. for all $j \in\{1,2, \ldots, s\}, k \in\left\{1,2, \ldots, k_{0}\right\}$ and $\left(r, u_{1}, u_{2}, \ldots, u_{k}\right) \in \mathcal{S}_{k}$, both $\left(\mathrm{d} \iota_{f_{u}} \mathrm{~d} g^{j}\right) \wedge \mathrm{d} \Upsilon$ and $\left(\mathrm{d} \iota_{f_{u}} \iota_{X} \mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{k}\right)}^{X}\right) \wedge \mathrm{d} \Upsilon$ are elements of the real vector space spanned by $\left\{\mathrm{d} g^{i} \wedge \mathrm{~d} \Upsilon \mid i=1,2, \ldots, s\right\} \cup$

$$
\left\{\left(\iota_{X} \mathcal{I}_{\left(r, u_{1}, u_{2}, \ldots, u_{k}\right)}^{X}\right) \wedge \mathrm{d} \Upsilon \left\lvert\, \begin{array}{l}
k \in\left\{1,2, \ldots, k_{0}\right\}, \\
\left(r, u_{1}, u_{2}, \ldots, u_{k}\right) \in \mathcal{S}_{k}
\end{array}\right.\right\} .
$$

It turns out, from the way the $s$-tuple $X$ is defined, that it will satisfy the conditions of Theorem 2.1 iff it results from the algorithm. This can be verified by noticing that the first steps consist in deriving the properties that the vector fields $X_{i}$ must satisfy. The last step is related with the implicit nature of the output equation. Note that the solution for $X$ is not necessarily unique but, as soon as we have derived the properties of each $X_{i}$, we only have to chose a $s$ tuple satisfying them. Section IV-B describes an example that illustrates this algorithm.

The case $s=n$. Let system (6) be observable in the rank sense. From Theorem 2.1, the system (4) can be rewritten in target form iff a. holds together with $\mathrm{d} \mathcal{L}_{f_{u}} \mathrm{~d} g^{i} \wedge \mathrm{~d} \Upsilon \in$ $\operatorname{span}_{\mathbb{R}}\{\mathrm{d} g\} \wedge \mathrm{d} \Upsilon$, for all $i=1,2, \ldots, n$.

## IV. Examples

We start to show a simple example that is not covered by the frameworks proposed previously in [5], [6], [8], [12]-[16]. Then, with a second example we elucidate the details of the proposed algorithm.

## A. A perspective output system

Consider the following perspective output system with state $x=\left[\begin{array}{ll}x^{1} & x^{2}\end{array}\right]^{\top} \in \mathbb{R}^{2}$, single input $u \in \mathbb{R}$, and with output $y \in \mathbb{R}$ given by the ratio $x^{2} / x^{1}$ (with $x^{1} \neq 0$ ) that also acts as an external input on the system,

$$
\dot{x}=f_{u}(x)=\left[\begin{array}{cc}
0 & 1  \tag{11}\\
-1 & 0
\end{array}\right] x+\left[\begin{array}{c}
0 \\
y+u
\end{array}\right] ; \quad y=x^{2} / x^{1}
$$

Notice that the output equation can be written as $x^{1} y=x^{2}$ or as $\left[\begin{array}{ll}0 & -1\end{array}\right] x+x^{\top}\left[\left[\begin{array}{l}1 \\ 0\end{array}\right]\right] y=0$, which is in the form of equation (3b), because $x=P^{2} x$. Thus, system (11) can be rewritten in the form of system (3). This implies that it is possible to design an observer with linear error dynamics, for example, from [3, section 3], we can construct the following robust $H_{\infty}$ type optimal observer with dynamics $\dot{\hat{x}}=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right] \hat{x}+\left[\begin{array}{c}0 \\ y+u\end{array}\right]-\gamma^{2} Q\left[\begin{array}{cc}y^{2} & -y \\ -y & 1\end{array}\right] \hat{x}$, where $\gamma>0$ is a given gain level. The matrix $Q$ is a matrix solving $\dot{Q}=$ $\left[\begin{array}{cc}\lambda & 1 \\ -1 & \lambda\end{array}\right] Q+Q\left[\begin{array}{cc}\lambda & -1 \\ 1 & \lambda\end{array}\right]-\gamma^{2} Q\left[\begin{array}{cc}y^{2}-\gamma^{-2} & -y \\ -y & 1-\gamma^{-2}\end{array}\right] Q$, $Q(0)=Q_{0}$, with $Q_{0}^{-1}>0$, where $\lambda \geq 0$ denotes a forgetting factor. It follows that the estimation error $\tilde{x}=\hat{x}-x$ satisfies the linear dynamics $\dot{\tilde{x}}=\left(\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]-\gamma^{2} Q\left[\begin{array}{cc}y^{2} & -y \\ -y & 1\end{array}\right]\right) \tilde{x}$.
Now, we show that (11) cannot be written in the form $\dot{z}=A_{u} z+\Phi_{u}(y) ; y=z^{1}$. To this end, we use the results from [13] (see also [14]-[16]) or from Theorem 2.1, that say that a necessary condition is that the statements a. and b.i.-b.iv. in Theorem 2.1 must hold with $\mathrm{d} \Gamma=\mathrm{d} y$ and $g=y$. From (11), it follows that $\mathrm{d} y=$ $\frac{1}{\left(x^{1}\right)^{2}}\left(x^{1} \mathrm{~d} x^{2}-x^{2} \mathrm{~d} x^{1}\right), \mathrm{d} y\left(f_{u}\right)=-1-y^{2}+\frac{y+u}{x^{1}}$, and $\mathrm{d} \mathcal{L}_{f_{u}} y \wedge \mathrm{~d} y=-\frac{y+u}{\left(x^{1}\right)^{3}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}$. Then, from (7), we can conclude that $\Omega_{1}^{X}=\operatorname{span}_{\mathbb{R}}\left\{\left.\frac{y+u}{\left(x^{1}\right)^{3}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \right\rvert\, u \in \mathbb{R}\right\}=$
$\operatorname{span}_{\mathbb{R}}\left\{\frac{y}{\left(x^{1}\right)^{3}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}, \frac{y+1}{\left(x^{1}\right)^{3}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}\right\}$ has dimension 2. Since $\Omega_{1}^{X} \subseteq \Omega^{X}$, we conclude that b.ii. does not hold.

Also, system (11) cannot be, in a neighborhood of an arbitrary point $x_{0}=\left[x_{0}^{1} x_{0}^{2}\right]^{\top}$ (with $x_{0}^{1} \neq 0$ ), rewritten in the target forms of [12] and [6]. In [12, eq. (6)] the desired form is: $\dot{z}=\bar{F}(u, z)=\left[\bar{F}^{1}(u, z) \bar{F}^{2}(u, z)\right]^{\top} ; \quad y=C_{1} z=z^{1}$, where $\left|\partial \bar{F}^{1} / \partial z^{2}(u, z)\right|$ must remain away from zero. Notice that by rewriting $f_{u}=x^{2} \partial / \partial x^{1}+\left(-x^{1}+y+u\right)^{\partial} / \partial x^{2}$ as $f_{u}=$ $\bar{F}^{1} \partial / \partial z^{1}+\bar{F}^{2} \partial / \partial z^{2}$, we find that $\bar{F}^{1}=x^{2} \partial z^{1} / \partial x^{1}+\left(-x^{1}+\right.$ $y+u)^{\partial z^{1}} \partial x^{2}=-\left(z^{1}\right)^{2}-1+z^{1}+u / x^{1}$, and $\partial \bar{F}^{1} / \partial z^{2}(u, z)=$ $\left(z^{1}+u\right)^{\partial\left(1 / x^{1}\right)} / \partial z^{2}$ that vanishes for $z^{1}+u=0$, that is, the condition does not hold in neighborhoods of points $x_{0}$ with $x_{0}^{2}=-u x_{0}^{1}$. On the other hand, in [6, syst. (3)-(4)] (see also [5]) the desired form is: $\dot{z}=A z+\beta(\tilde{y}) ; \tilde{y}=$ $\Psi(y)=z^{2}, \quad\left(x^{1} \neq 0\right) ;$ where $A=\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right], \beta$ is a suitable function, and $\Psi$ is a local diffeomorphism. Rewriting $f_{0}=x^{2} \partial / \partial x^{1}+\left(-x^{1}+y\right) \partial / \partial x^{2}$ as $f_{0}=\overline{\mathcal{F}}^{1} \partial / \partial z^{1}+\overline{\mathcal{F}}^{2} \partial / \partial z^{2}$ (we fix the input because in [6, syst. (3)-(4)] it is not considered), we find that $\overline{\mathcal{F}}^{2}=x^{2} \partial z^{2} / \partial x^{1}+\left(-x^{1}+y\right) \partial z^{2} / \partial x^{2}=$ $-x^{2} D_{y} \Psi x^{2} /\left(x^{1}\right)^{2}+\left(-x^{1}+y\right) D_{y} \Psi^{1 / x^{1}}=\left(-y^{2}-1+y / x^{1}\right) D_{y} \Psi$. Since $\tilde{y}=z^{2}$, the system will be in the target form of [6] only if $\partial \overline{\mathcal{F}}^{2} / \partial z^{1}=1$ and, from $y=\Psi^{-1}\left(z^{2}\right)$, we find that $1=$ $\partial \overline{\mathcal{F}}^{2} / \partial z^{1}=y D_{y} \Psi^{\partial\left(1 / x^{1}\right)} / \partial z^{1}$ and we may write $\mathrm{d} z^{1} \wedge \mathrm{~d} z^{2}=$ $y D_{y} \Psi \partial\left(1 / x^{1}\right) / \partial z^{1} \mathrm{~d} z^{1} \wedge \mathrm{~d} z^{2}=y D_{y} \Psi \mathrm{~d}\left(1 / x^{1}\right) \wedge \mathrm{d} z^{2}$, from which we obtain $\mathrm{d} z^{1} \wedge \mathrm{~d} z^{2}=y D_{y} \Psi\left(-1 /\left(x^{1}\right)^{2}\right) \mathrm{d} x^{1} \wedge D_{y} \Psi^{1} / x^{1} \mathrm{~d} x^{2}=$ $-y /\left(x^{1}\right)^{3}\left(D_{y} \Psi\right)^{2} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}$. Therefore $\mathrm{d} z^{1} \wedge \mathrm{~d} z^{2}$ vanishes if $y=0$, that is, $\left(z^{1}, z^{2}\right)$ is not a system of coordinates in the neighborhoods of points $x_{0}$ with $x_{0}^{2}=0$.

The example also shows that the possibility of finding a transformation that yields a system in the target form (3) depends on the choice of $g$ in the output equation (4b). If, for example, we rewrite $\left(x^{1}\right)^{2} y=x^{1} x^{2}$, in a small neighborhood of $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\top}$ we have that $\hat{g}=x^{1} x$ remains close to $g=x$ but, we loose the target form in the variables $z=\hat{g}=\left[\left(x^{1}\right)^{2} x^{1} x^{2}\right]^{\top}$. That is, we would have $\Omega[X, \hat{g}]=\operatorname{span}_{\mathbb{R}}\left\{\mathrm{d} z^{1}, \mathrm{~d} z^{2}\right\}$ and $\mathrm{d} \iota_{f_{0}} \mathrm{~d} z^{2} \wedge \mathrm{~d} y=\left(2 y^{2}-2+y / x^{1}\right) \mathrm{d} x^{1} \wedge \mathrm{~d} x^{2}, \mathrm{~d} z^{1} \wedge \mathrm{~d} y=$ $2 \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}$, and $\mathrm{d} z^{2} \wedge \mathrm{~d} y=2 y \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}$. Since $2 y^{2}-2+y / x^{1} \notin$ $\operatorname{span}_{\mathbb{R}}\{1, y\}$, in any neighborhood of $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\top}$, condition b.v will not hold.

Notice also that we do not require the auxiliary output to be flat (see definition in [8], [9]). Indeed system (11) can be written in target form for $g=x$ and, because $\dot{g}^{1}-g^{2}=0$, $g$ is not differentially algebraically independent, which means that $g$ is not flat.

## B. Illustration of the algorithm

Consider the following system

$$
\begin{aligned}
\dot{x}=f_{u}(x) & =\left[\begin{array}{l}
\mathrm{e}^{-x^{1}}\left(x^{3}+u\right) \\
x^{3}+\left(x^{1}+x^{2}-\mathrm{e}^{x^{1}}\right)^{2}-\mathrm{e}^{-x^{1}}\left(x^{3}+u\right) \\
x^{3}+\sin \left(x^{1}+x^{2}-\mathrm{e}^{x^{1}}\right)
\end{array}\right] \\
y & =\left[\begin{array}{l}
x^{1}+x^{2}-\mathrm{e}^{x^{1}} \\
\mathrm{e}^{-x^{1}}\left(x^{1}+x^{2}\right)
\end{array}\right]
\end{aligned}
$$

with state $x=\left[\begin{array}{lll}x^{1} & x^{2} & x^{3}\end{array}\right]^{\top}$, output $y=\left[\begin{array}{ll}y^{1} & y^{2}\end{array}\right]^{\top}$ and input $u \in \mathbb{R}$, where the goal is to write it in the form (3) in a neighborhood $\mathcal{N}$ of the point $x_{0}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{\top}$. From the output equation select $g^{1}(x)=\mathrm{e}^{x^{1}}$ and $g^{2}(x)=x^{1}+x^{2}$ as candidates
for the first two coordinates. With this choice we see that for $g:=\left[g^{1} g^{2}\right]^{\top}$ we can write the output equation as

$$
\left[\begin{array}{ll}
1 & -1 \\
0 & -1
\end{array}\right] g(x)+g(x)^{\top} D y+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] y=0
$$

with $D_{u}=D=\operatorname{col}_{\mathcal{M}}\left(\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]\right)$ and therefore it can be written in the form (4b). In this case, $\mathrm{d} \Gamma:=\mathrm{d} g^{1} \wedge$ $\mathrm{d} g^{2}=\mathrm{e}^{x^{1}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \neq 0, \mathrm{~d} y^{1}=\left(1-\mathrm{e}^{x^{1}}\right) \mathrm{d} x^{1}+\mathrm{d} x^{2}, \mathrm{~d} y^{2}=$ $\mathrm{e}^{-x^{1}}\left(1-x^{1}-x^{2}\right) \mathrm{d} x^{1}+\mathrm{e}^{-x^{1}} \mathrm{~d} x^{2}$ and $\mathrm{d} \Upsilon=\mathrm{e}^{-x^{1}} y^{1} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}$. Moreover, $\mathrm{d} y^{1} \wedge \mathrm{~d} \Gamma=0=\mathrm{d} y^{2} \wedge \mathrm{~d} \Gamma$. The next step consists in checking the observability of the auxiliary system $\dot{x}=f_{u}(x)$, $\left\{\begin{array}{l}\bar{y}^{1}=g^{1}=\mathrm{e}^{x^{1}} \\ \bar{y}^{2}=g^{2}=x^{1}+x^{2}\end{array}\right.$, in the rank sense. To this end, we see that $S:=\left\{g^{1}, g^{2}, \mathcal{L}_{0} g^{1}\right\}$ is a subset of the observable space $\mathcal{O}$, and $\left.\mathrm{d} S\right|_{x_{0}}:=\left\{\mathrm{d} x^{1}, \mathrm{~d} x^{1}+\mathrm{d} x^{2}, \mathrm{~d} x^{3}\right\}$, which has rank 3 . Therefore, the observability holds.

The length-1 sequence $\mathcal{S}_{1}=\{(1,0)\} \subset\{1,2\} \times \mathbb{R}$ satisfies the conditions of Lemma 3.1. Let $X=\left(X_{1}, X_{2}\right)$ be a pair of vector fields with $X_{1}:=X_{1}^{1} \partial / \partial x^{1}+X_{1}^{2} \partial / \partial x^{2}+X_{1}^{3} \partial / \partial x^{3}$ and $X_{2}:=X_{1}^{2} \partial / \partial x^{1}+X_{2}^{2} \partial / \partial x^{2}+X_{2}^{3} \partial / \partial x^{3}$. We can now go through the algorithm proposed in Section III: From the conditions on Step $1, \mathrm{~d} g^{i}\left(X_{j}\right)=\delta_{j}^{i}$, we derive the identities $X_{1}^{1}=\mathrm{e}^{-x^{1}}$, $X_{1}^{2}=-\mathrm{e}^{-x^{1}}, X_{2}^{1}=0$, and $X_{2}^{2}=1$. Therefore,

$$
\begin{align*}
& X_{1}=\mathrm{e}^{-x^{1}} \partial / \partial x^{1}-\mathrm{e}^{-x^{1}} \partial / \partial x^{2}+X_{1}^{3} \partial / \partial x^{3} \\
& X_{2}=\partial / \partial x^{2}+X_{2}^{3} \partial / \partial x^{3} \tag{12}
\end{align*}
$$

Now, we move to Step 2.a. From $\mathcal{L}_{u} g^{1}=x^{3}+u$ and $\mathcal{L}_{u} g^{2}=$ $x^{3}+\left(y^{1}\right)^{2}$ we have that $\mathcal{I}_{(1, u)}^{X}=\mathcal{I}_{(2, u)}^{X}=\mathcal{I}_{(1,0)}^{X}=\mathrm{d} x^{3} \wedge \mathrm{~d} \Gamma$. Thus, the inclusion $\left\{\mathcal{I}_{(1, u)}^{X}, \mathcal{I}_{(2, u)}^{X}\right\} \subseteq \operatorname{span}_{\mathbb{R}}\left\{\mathcal{I}_{(1,0)}^{X}\right\}$ is trivial and we see that this step of the algorithm does not provide additional information about the pair of vector fields $X$ (for the present example). From this step we must keep the expression found for $\mathcal{I}_{(1,0)}^{X}$ since it will be needed in the following steps.

In Step 2.b we use the identity $\mathrm{d} \iota_{X} \mathcal{I}_{(1,0)}^{X}=0$. From $\mathrm{d} x^{1} \wedge$ $\mathrm{d} x^{2} \wedge \mathrm{~d} x^{3}\left(X_{1}, X_{2}, V\right)=\left(-X_{1}^{3}-X_{2}^{3} \mathrm{e}^{-x^{1}}\right) V^{1}-X_{2}^{3} \mathrm{e}^{-x^{1}} V^{2}+$ $\mathrm{e}^{-x^{1}} V^{3}$ we obtain

$$
\begin{align*}
\iota_{X} \mathcal{I}_{(1,0)}^{X} & =\iota_{X}\left(\mathrm{e}^{x^{1}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{3}\right) \\
& =\left(-X_{1}^{3} \mathrm{e}^{x^{1}}-X_{2}^{3}\right) \mathrm{d} x^{1}-X_{2}^{3} \mathrm{~d} x^{2}+\mathrm{d} x^{3} \tag{13}
\end{align*}
$$

and $\mathrm{d} \iota_{X} \mathcal{I}_{(1,0)}^{X}=-\mathrm{e}^{x^{1}} \mathrm{~d} X_{1}^{3} \wedge \mathrm{~d} x^{1}-\mathrm{d} X_{2}^{3} \wedge \mathrm{~d} x^{1}-\mathrm{d} X_{2}^{3} \wedge \mathrm{~d} x^{2}$. Thus, rewriting for $j=1,2, \mathrm{~d} X_{j}^{3}=\frac{\partial X_{j}^{3}}{\partial x^{1}} \mathrm{~d} x^{1}+\frac{\partial X_{j}^{3}}{\partial x^{2}} \mathrm{~d} x^{2}+$ $\frac{\partial X_{j}^{3}}{\partial x^{3}} \mathrm{~d} x^{3}$ and taking into account that the 2-forms $\mathrm{d} x^{1} \wedge \mathrm{~d} x^{2}$, $\mathrm{d} x^{1} \wedge \mathrm{~d} x^{3}$ and $\mathrm{d} x^{2} \wedge \mathrm{~d} x^{3}$ are linearly independent in $\Lambda^{2}(\Omega)$, from $\mathrm{d} \iota_{X} \mathcal{I}_{(1,0)}^{X}=0$ we obtain $\frac{\partial X_{2}^{3}}{\partial x^{3}}=0, \mathrm{e}^{x^{1}} \frac{\partial X_{1}^{3}}{\partial x^{3}}+\frac{\partial X_{2}^{3}}{\partial x^{3}}=0$ and $\mathrm{e}^{x^{1}} \frac{\partial X_{1}^{3}}{\partial x^{2}}+\frac{\partial X_{2}^{3}}{\partial x^{2}}-\frac{\partial X_{2}^{3}}{\partial x^{1}}=0$, that is,

$$
\begin{equation*}
\frac{\partial X_{2}^{3}}{\partial x^{3}}=\frac{\partial X_{1}^{3}}{\partial x^{3}}=0 \quad \text { and } \quad \mathrm{e}^{x^{1}} \frac{\partial X_{1}^{3}}{\partial x^{2}}+\frac{\partial X_{2}^{3}}{\partial x^{2}}=\frac{\partial X_{2}^{3}}{\partial x^{1}} \tag{14}
\end{equation*}
$$

For the next step in the algorithm we need to compute $\mathcal{I}_{(1,0, v)}^{X}=\left(\mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Gamma$ for $v \in \mathbb{R}$. First, after some direct computations, we find

$$
\begin{align*}
& \mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X} \\
= & \mathrm{d}\left(x^{3}\left(1-X_{1}^{3}-X_{2}^{3}\right)-v X_{1}^{3}-\left(y^{1}\right)^{2} X_{2}^{3}+\sin \left(y^{1}\right)\right) \tag{15}
\end{align*}
$$

Then, using the first identity in (14), we obtain $\mathcal{I}_{(1,0, v)}^{X}=$ $\left(1-X_{1}^{3}-X_{2}^{3}\right) \mathrm{e}^{x^{1}} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{3}$. From Step 3 it follows that $1-X_{1}^{3}-X_{2}^{3}$ must be a constant, that is,

$$
\begin{equation*}
\mathrm{d}\left(X_{1}^{3}+X_{2}^{3}\right)=0 \tag{16}
\end{equation*}
$$

Finally, we move to the last step of the algorithm. At this point we have the identities $\mathrm{d} g^{1} \wedge \mathrm{~d} \Upsilon=0=\mathrm{d} g^{2} \wedge \mathrm{~d} \Upsilon$ and, from (13), $\iota_{X} \mathcal{I}_{(1,0)}^{X} \wedge \mathrm{~d} \Upsilon=\left(\left(-X_{1}^{3} \mathrm{e}^{x^{1}}-X_{2}^{3}\right) \mathrm{d} x^{1}-\right.$ $\left.X_{2}^{3} \mathrm{~d} x^{2}+\mathrm{d} x^{3}\right) \wedge \mathrm{d} \Upsilon=\mathrm{d} x^{3} \wedge \mathrm{~d} \Upsilon$. Hence, from the Step 4 we must have that for all $v \in \mathbb{R}$ the 3 -forms $\left(\mathrm{d} \iota_{f_{v}} \mathrm{~d} g^{1}\right) \wedge \mathrm{d} \Upsilon$, $\left(\mathrm{d} \iota_{f_{v}} \mathrm{~d} g^{2}\right) \wedge \mathrm{d} \Upsilon$, and $\left(\mathrm{d} \iota_{f_{v}} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon$ are all in the real vector space $\mathbb{E}$ spanned by $\left\{\mathrm{d} x^{3} \wedge \mathrm{~d} \Upsilon\right\}$. We compute $\left(\mathrm{d} \iota_{f_{v}} \mathrm{~d} g^{1}\right) \wedge \mathrm{d} \Upsilon=\mathrm{d}\left(x^{3}+u\right) \wedge \mathrm{d} \Upsilon=\mathrm{d} x^{3} \wedge \mathrm{~d} \Upsilon \in \mathbb{E}$, $\left(\mathrm{d} \iota_{f_{v}} \mathrm{~d} g^{2}\right) \wedge \mathrm{d} \Upsilon=\mathrm{d}\left(x^{3}+\left(y^{1}\right)^{2}\right) \wedge \mathrm{d} \Upsilon=\mathrm{d} x^{3} \wedge \mathrm{~d} \Upsilon \in \mathbb{E}$, and $\left(\mathrm{d} \iota_{f_{v}} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon=\left(\mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon$. From (15) and (16) we have $\left(\mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon=\left(1-X_{1}^{3}-X_{2}^{3}\right) \mathrm{d} x^{3} \wedge$ $\mathrm{d} \Upsilon-v \mathrm{~d} X_{1}^{3} \wedge \mathrm{~d} \Upsilon-\left(y^{1}\right)^{2} \mathrm{~d} X_{2}^{3} \wedge \mathrm{~d} \Upsilon$. Then, from the first identity in (14), we have that $\left(\mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon=\left(1-X_{1}^{3}-X_{2}^{3}\right) \mathrm{d} x^{3} \wedge$ $\mathrm{d} \Upsilon$, and from (16), we derive that $\left(\mathcal{L}_{v} \iota_{X} \mathcal{I}_{(1,0)}^{X}\right) \wedge \mathrm{d} \Upsilon \in \mathbb{E}$. At this point, from the last step we do not obtain any additional information. Therefore, all the pairs of vector fields $X=\left(X_{1}, X_{2}\right)$ resulting from the proposed algorithm are now completely characterized by the conditions (12), (16) and (14). We can now select a pair of vector fields satisfying those conditions; for example the pair $X=\left(X_{1}, X_{2}\right)$ with $X_{1}=\mathrm{e}^{-x^{1}} \partial / \partial x^{1}-\mathrm{e}^{-x^{1}} \partial / \partial x^{2}$ and $X_{2}=\partial / \partial x^{2}$. Notice that for this choice, from (13), we have $\iota_{X} \mathcal{I}_{(1,0)}^{X}=\mathrm{d} x^{3}$. This means that the change of coordinates $\left(z^{1}, z^{2}, z^{3}\right):=\left(\mathrm{e}^{x^{1}}, x^{1}+\right.$ $x^{2}, x^{3}$ ) should transform the original system to the target form. Indeed, using (5), we obtain $\partial / \partial x^{1}=\mathrm{e}^{x^{1}} \partial / \partial z^{1}+\partial / \partial z^{2}$, $\partial / \partial x^{2}=\partial / \partial z^{2}$, and $\partial / \partial x^{3}=\partial / \partial z^{3}$. After substitution, we conclude that $f_{u}=\mathrm{e}^{-x^{1}}\left(x^{3}+u\right) \partial / \partial x^{1}+\left(x^{3}+\left(x^{1}+x^{2}-\mathrm{e}^{x^{1}}\right)^{2}-\right.$ $\left.\mathrm{e}^{-x^{1}}\left(x^{3}+u\right)\right) \partial / \partial x^{2}+\left(x^{3}+\sin \left(x^{1}+x^{2}-\mathrm{e}^{x^{1}}\right)\right) \partial / \partial x^{3}$ reads $f_{u}=\left(z^{3}+u\right)^{\partial} / \partial z^{1}+\left(z^{3}+\left(y^{1}\right)^{2}\right)^{\partial} / \partial z^{2}+\left(z^{3}+\sin \left(y^{1}\right)\right) \partial / \partial z^{3}$ in the new coordinates. In other words we arrive to the system in the desired target form, with $P^{2} z=\left[z^{1} z^{2}\right]^{\top}$

$$
\begin{aligned}
& \dot{z}=\left[\begin{array}{l}
z^{3}+u \\
z^{3}+\left(y^{1}\right)^{2} \\
z^{3}+\sin \left(y^{1}\right)
\end{array}\right]=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{array}\right] z+\left[\begin{array}{l}
u \\
\left(y^{1}\right)^{2} \\
\sin \left(y^{1}\right)
\end{array}\right] \\
& 0=\left[\begin{array}{ll}
1 & -1 \\
0 & -1
\end{array}\right] P^{2} z+\left(P^{2} z\right)^{\top} D_{u} y+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] y .
\end{aligned}
$$

Again, note that the previous change of variables works globally and not only in a neighborhood of the origin $x_{0}$, while the "explicit choice": $g^{1}=y^{1}, g^{2}=y^{2}$, cannot be even part of a system of coordinates around a point $\bar{x}$ where $y^{1}(\bar{x})=\bar{x}^{1}+\bar{x}^{2}-\mathrm{e}^{\bar{x}^{1}}$ vanishes, because $\left.\mathrm{d} y^{1} \wedge \mathrm{~d} y^{2}\right|_{\bar{x}}=$ $\left.\mathrm{e}^{-x^{1}} y^{1} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2}\right|_{\bar{x}}=0$.

## V. Concluding remarks

In this paper, for a specific class of nonlinear systems, we have presented the necessary and sufficient conditions for time-varying linearization up to multi-output injection with implicit outputs. It is important to stress that $i$ ) the conditions obtained encompass the ones for linear systems, ii) the class of
systems that admit a coordinate transformation is larger since it includes all the systems that can be transformed to a linear system up to output injection, and iii) for any system written in the target form (3), there exists an observer (Kalman-like) that exhibits in the new coordinate system linear error dynamics. To obtain the coordinate transformation we have proposed an algorithm. The procedure has been illustrated with examples.
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