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SUMMARY

This paper considers the pursuing or target tracking probléhere an autonomous robotic vehicle is
required to move towards a maneuvering target using ranfyeroeasurements. We propose a switched
logic-based control strategy to solve the pursuing prolileahcan be described as comprising a continuous
cycle of two distinct phases: i) the determination of therlvgg and ii) the steering control of the vehicle
to follow the direction computed in the previous step whiile tange is decreasing. We provide guaranteed
conditions under which the switched closed-loop systeneaek convergence of the relative distance error
to a small neighborhood around zero. Simulation resultpegsented and discussed. Copyright2011
John Wiley & Sons, Ltd.
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1. INTRODUCTION

The problem of tracking a moving target, which can be anatbieotic vehicle, by an autonomous
robotic vehicle has received special attention in thediigre. Particular examples can be found in
the area of wheeled mobile robots (e.g., [1-3]), aircrafticles (e.g., [4—6]), and marine vehicles
(e.g. [7-13)).
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2 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

In spite of the wide range of applications and the large nurobeontrol strategies developed,
most of them rely on the assumption that both the bearing-@iinsight angle) and the range
(relative distance between the vehicle and the target)raye/k for navigation, guidance and control
purposes.

In this paper, we are interested in the problem when the orflyrination available about the
target is the range. This type of problems is motivated byliegjions in several domains, e.g.,
wireless networks, surveillance, marine applicationsaliaation [14—17]. In our particular case, the
practical motivation arises from applications to autonasenderwater vehicles (AUVs), where the
range is obtained by measuring the time-of-flight of an atopsiise. An interesting and attractive
scenario is the case when a surface craft is performing atwanalong a predefined path, while an
AUV in a configuration master/slave is required to follow theface craft. Note that the surface craft
can use GPS for localization, but the AUV cannot becausédreleagnetic waves do not propagate
well underwater. To overcome this problem, an alternatiechallenging solution (compared with
the costly traditional methods) is to make both the vehitdesarry on-board an acoustic modem
and with this setup being able to compute the range betweasm.tkrom a theoretical point of
view the control problem is challenging because the ovesgdtem is nonlinear and there exist
conditions that make the system unobservable. One well Rrexample is when both the target
and the pursuer vehicles are moving in a straight line. Ia tlaise, it can be seen that there exist
several initial conditions that lead to the same outputai@n this case the same range).

The target tracking problem using range-only measurentegdeen recently addressed in [18],
where the authors propose a sliding mode control law to st&rrbins-like wheeled robot towards
a target that moves with a constant speed while preservingdefined range margin from the
target. The proposed strategy ultimately makes the robmioiee around the target along a circular
trajectory. The radius of circle or the preserved margimfithe target is predefined with a control
parameter. Equiangular Navigation Guidance algorithmagpproaching and following both steady
and moving targets with range-only measurements are peddag19]. With constant robot linear
velocity, the robot-target range variation is used as a oreafr the angle at which the robot
approaches the target. The proposed guidance methods lreedperty that the trajectory of
the controlled robot is close to a certain curve called arisggyular spiral. A different strategy
is described in [20—22] where the problem of seeking thecsoaf a scalar signal (stationary target)
using a non-holonomic vehicle with no position informati@as solved using an extremum seeking
approach.

It is important to stress that the few solutions describeth@literature are in many cases not
suitable for the surface-craft/AUV application scenarexéuse the resulting trajectories are “not
natural” in the sense that it would make the AUV to deviatertacch from the surface craft.

This paper addresses the pursuing or target tracking probl@D, where an autonomous robotic
vehicle is required to move towards a steady or maneuvesirggt The robotic vehicle does not
have the capability of sensing its position or the positibtne target. The only available information
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A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINEGOM 3

about the target is the range (relative distance) betweemptnsuer and the target. We propose
a novel switched logic-based control strategy that can Iserieed as comprising a continuous
cycle of two distinct phases: i) the determination of therlmegn and ii) the steering control of the
pursuer to follow the direction computed in the previoupstdile the range is decreasing. In the
first phase, inspired by the extremum seeking approach aiteat strategy is to keep the forward
velocity constant and actuate on the angular velocity stttfeavehicle will move in a “persistence
of excitation” mode to obtain the bearing of the target. Tkaring is obtained by averaging the
measurements of vehicle heading. In the second phase, thedwea is to actuate on the linear and
angular velocities so that the vehicle will follow the ditien of the bearing computed in the first
phase and converge to a neighborhood of the target. A sgpesivitching control law coordinates
which phase and when, of these two modes are enabled. Restotiyapunov and averaging
theory, the stability of the overall switched system is gmedl and conditions for the convergence
of the relative distance error are derived. The key novelrdmstion of this work with respect to the
references above is the fact that the proposed controégirgiuarantees convergence of the relative
distance error for moving targets and the resulting trajges are more suitable to be applied in the
AUV scenario. To illustrate the effectiveness and perfarogeof the proposed control scheme, we
present simulation results for the following three scavsrihe target is stationary, the target moves
in a straight line and the target performs a lawn mowing maeeu

This paper is organized as follows: Sectibformulates the target tracking problem and describes
the vehicle model. Sectiahpresents the switched control algorithm and in Seciiche stability
of the overall closed-loop system is analyzed. Simulatesults and conclusions are included in
Sections$ and6, respectively.

2. PROBLEM FORMULATION

Consider an autonomous robotic vehicle moving in horizgitae (see Figurg) and let(z, y, 0) €
SE(2) denote the configuration of an inertial coordinate frafig with respect to a body-fixed
frame{U} that satisfies

& =wuy cos 6, (1a)
9 = uy sin 0, (1b)
é = U2, (1C)

where(z, y)T is the position of the center of mass of the vehiélis orientation, and; andu, are
the body-fixed linear and angular velocities, respectivebnsider also a second vehicle (the target
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4 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

vehicle) with the following associated equations of motion

2y = V; cos by, (2a)
yr = Vi sin by, (2b)
ét = W, (2C)

where the position and orientatidn;, v:, 6;) € SE(2), which are defined with respect {&’}, and
the velocities/; andw; are allunknown signalo the first vehicle.

Suppose that the first vehicle is equipped with a set of serthat provide the measurement of
the angled and the distance (range) from the sensor position locat&daatay from the center of

mass
T T cos 0

+ R , 3)
Ys Yy sin 6

to the position of the target vehicle, thatis= \/(xt —2)* 4 (g — ys)° . See Figurd.

0,

(e, v

>
>

Yu

Figure 1. Setup for the pursuing control problem.

The control problem considered in this paper can be forradlas follows:
Using as only measurements the orientatéband the ranger, derive a feedback law fon =
(u1,u2) such that for every initial condition in a predefined sett SE(2) the vehicle’s center of
mass(z, y) converges to a predefined badll (x:, y;) with center(z,, y,) and radiuse > 0.

3. SWITCHED LOGIC-BASED CONTROL DESIGN

This section presents a control strategy to solve the aigilg pursuing problem stated above. The
proposed solution can be described as comprising a contsneyele of two distinct phases:

Phase 1:The determination of the bearing, so that the vehicle wilbb& to point to the target.
Note that in this stage, the vehicle will have to move in a §ence of excitation” mode.
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A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINEGOM 5

Phase 2:The steering control of the vehicle to follow the directiantputed in the previous step
while the (estimated) rate of change of the randgggreater than some acceptable value. Switch to
step(1) when this does not hold.

3.1. Phase 1: The determination of the bearing

In this stage the goal is to compute, using as measurementatiyer and the heading, the
(correct) bearing so that the vehicle will be able to pointhe target. To accomplish this task,
we propose a feedback law that acts on the angular velagignd keeps the forward velocity
constant. To this effect, inspired by the extremum seekpmy@ach, we propose the control law

Uy = ‘/(17 (4a)
ug = kiw cos(wt) + ko€ sin(wt), (4b)

where¢ is the output of the following system

X=-Ax+r?), (5a)
£=—(x+r?), (5b)

andk., ko, A, V., andw are positive control parameters. To compute the bearingatit= 7', we
propose to averaggt), that is,

_ 1 [T
H:T/O 0(s) ds. (6)

Note that in ¢b) we are forcing the angular velocity of the vehicle to haveoanillation of
frequencyw. This excitation signal will consequently lead to an ostitin on the vehicle’s heading.
In Section4 we show that after a few oscillations, the average headingbeaused as a desired
orientation to steer the vehicle towards the target.

3.2. Phase 2: Following a constant direction

In this phase, we propose the feedback law

u, = kar (7a)
Uy = —k?4(9 - é), (7b)

wheref is the desired direction computed at the end of phase Lank, are positive gains to be
chosen properly. Notice that, sinéds constant in this stage, the vehicle will follow “blindlytie
target. It may be possible that during this stage the targgtchange its direction so thémay not
be a good measure of the bearing. To detect this situatioestimate the rate of changeoand
compare it with a given threshold that depends on the linelarcity «;. To estimate’, we propose
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6 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

a Kalman filter designed according to the linear model

r=V,+ w1y, (8a)
V, = w, (8b)
y=r-+v (8C)

where(r, V) is the statey is the measured output, and= (w;,w2) andv are assumed to be
mutually independent stationary, Gaussian, zero mearewlbise processes.

Remark 1: For simplicity, the feedback law7{ was derived without taking into account the
problem of input saturation. However, in Appendix we shoat the saturated feedback laws

uy = k§ tanh(kS r) 9
uy = —k§ tanh (k% (0 — 0))

instead of {) would also work by selecting the proper values for the gajng? > 0,i = 3, 4.

3.3. Switched Controller

Leto : [to,00) — {1,2} be a piecewise constant switching signal that is continfiauns the right
and evolves according to

1, te[tifl,t”,l‘Odd,?;GN
oft) = (10)
2, t€ti—1,t;),7 eveni € N

In (10), {to,t1,t2,ts3,...} IS @ Sequence of strictly increasing infinite switching tinie[ty, co) and
to = 0 is the initial time. The switching controller is given by

U = ()40(9,7”),

whereaq (+) corresponds to the control law)¢(5) andas(-) to the control law 7). In (10), wheni
is odd ¢ =1) we set
2

ti=ti1+nT, T=—
w

for some givem € N. For: even ¢ =2) we set; as the time such that
t; = max { tion + A, min{t >t : V.(t) > -6} } (11)

wheres > 0 is a given thresholdy,. is the estimate of using the Kalman filter described in Section
3.2 andA > 0 is a dwell time ([23] and [24]) to enforce that the second oalidr will be enabled
at leastA seconds. It is important to stress that the only input sijofthe overall control law (as it
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A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINGOM 7
can be seen fromi{5) and (7)) are only the range and the heading of the vehidle The controller

does not need the rate oheither the bearing angle.

4. STABILITY ANALYSIS

In this section, we analyze the stability of the closed-lsggtem. To this effect, we first introduce
the following variables. Let (see Figurel) denote the position error betweén y) and (x, y:),
that is,

e= @2’ + (-, (12)

andg the angle between the vectog and the vector defined Ky, y) and(x;, y:). From Figurel,
it follows that

x —x = —e cos(f + ), (13a)
Yy —ye = —e sin(6 + f), (13b)

wheref + 3 = tan~! (%) Using the above equations, one can compute (see Appehdix) t
dynamics fore and to arrive to

é=—ujcosfB+ Vicos(B+6—0;), (14)
B:ﬂsinﬂqufﬁsin(ﬂJr@*ﬁt). (15)
e e

We now provide conditions for the convergencé difined in ) to the correct bearing®, which
satisfies (see Figur®

0" =0+ 0.

Theorem 1

Let ¥; denote the closed-loop system that results from the feédhterconnection ofX) with (4).
Lete* > 0 ande > 0 be given allowable tolerant position and orientation esroespectively, and
Dyo¢,) the largest set iR such that for every initial conditiotx, y, 8)(0) € Dyo.+,), the solution of
¥, is well defined for all: € [0, ¢f] with e(t) > e*. Let k2 > 0 be a sufficiently large gain such that
the following holds

LG N (16)

Ve<2
Jo(k1) Jo(k1)

with V.. > 0 and~y > V4. In (16), Jo (k1) and Ji (k1) denote the Bessel integral equalities (Bessel
functions of the first kind, see e.g., [25]) given by

1 27 iky sin(t)
Jo(k = — eI s d
k) = 5 |
7] 27 . X
Ji(k1) = o / Pk sin(®) gin (1) dt
™ Jo
Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
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8 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

andk; > 0 is selected such thah (k,) and.J; (k1) are positive.
Then, there exist a sufficiently large> 0 and a positive natural numbersuch that for every
initial condition in Dy, j with t; = nT = n2Z,

0(ts) =07 ()| <e. 17

Proof
To prove (L7) we will show that3 = 6* — # converges in average to a small neighborhood around
zero. From {5) and using 4), we obtain

G = % sin 8 — ky wcos(wt) — ko€ sin(wt) — % sin(8 + 6 — 6;).

Introducing the following variables

7= wt, (18)
B = B+ ki sin(7), (19)
0 := 0 — ky sin(), (20)
6= 63*7 (21)

and changing the time scale, it follows that

% — ! [% sin(ﬁ — kysinT) — koe*Esin(r) — % Sin(é +6— 9t)] (22)

dr we*

We now resort to averaging theory. Since the right-hand sid22) is periodic inT with period
2w, applying the average operatérfoT(-) dr, one obtains the averaged system

dpws 1 (Vido(ky)

~ V . Aa'Ug éavg _ eavg
=—— | ——— — 2Rkge* e J; (k?1)} sin(3%V9) — _t sin(5""9 + t )

dr we* eavy we* eavg
Resorting to Propositiod in Appendix witha; (t) = — -1 [%(J’“) — 2nge*é‘”9<]1(k1)} and
as(t) = — e SO0 and using {6) and the fact that > 1, we can conclude that if the
initial condition 33" satisfies 35"?| < cos~*(a) (mod 2r), with a = , /2=, then3*"? converges

to a neighborhood around zera¢d 27) and satisfies
tlim sup |3%9(t)] < cos~(a) ( mod 27).

Using the results in [26] and noticing that the averagedesysis a strong average system (see
Definition 2 in [26]) we can conclude that for sufficientlyder, 3(7) satisfies

B(r) — B*9(1) = O(%), vr >0 (23)

Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
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A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINEGOM 9

T

From (3) and the fact tha = L [/ (5* — (7)) dr = 6* — % [\ ((r) dr, the result follows. O]

0 0
Remark 2: Note that in this phase, the distance error betweer) and (x;, y;) satisfies the
dynamics
é=—V.cos B+ Vicos(B+ 60— 0:).

Using (8)-(21), it follows that

dé 1 5 : AL A
T oo {7‘/CCOb(ﬂf k1 sinT) +Vtcos(6+979t)}.

By resorting to the method of averaging, we can concludethigativeraged error satisfies

dems 1 [ — VoJo(ky) cos(B9) + V; cos(B°9 + 6707 — 90«’09):| ' &9
dr wex ’ |

Therefore, in a finite period of timex{" seconds)é*”? and consequentlyis bounded because the
right hand-side ofZ4) is bounded. Furthermore, sindé"9 converges to a neighborhood around
zero, it can be seen that'? will also decrease its value whéf > V;/(Jo (k1) cos(5°9)).

O
Next, we examine the stability of the closed loop system vihersecond stage (following a constant
direction) is enable.

Theorem 2
Let ¥, denote the closed-loop system that results from the interection of (), (3) with the
control law (7). Lete* > R be a given allowable tolerant position error, abg ;  the largest set
in R3 such that for every initial conditiof, y,)(0) € D, the solution of; is well defined for
all t € [0, ] with e(t) > e* and the error between the real beariticandd defined ag) = 0* — 4
remains bounded by some> 0, that is,sup;<,<,, |§| < e. Let k4 be a positive gain such that the
following holds:

ks Vi T

2 — —. 25
k4+€+e*k:4<2 (25)

Then, for sufficiently large gai; the position erroe converges to a neighborhood around zero
with ultimate bound less or equal than

Proof

The proof is organized as follows. First, it will be shown ttitais ultimately bounded with the
ultimate bound less tha§. Using this fact, we then prove the convergence:.o€onsider the
dynamics ofj (see (5)), which in closed-loop satisfies

B:%Smgm(e_g)_%smme_et). (26)

From Figurel it follows that
r? = e + R? — 2Recos 3,

Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
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10 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

which implies that- can be written in the form
7":€+f(€,R,6), (27)

wheref(e, R, 3) is a bounded function withf| < R. Now, consider the positive definite function

Vi(B) :== 3%. Computing its time derivative along the trajectories 28)( using €7) and the fact

thatd — § = —(3 — 6), one obtains

e+ f =

Vi sinﬁ—k4(ﬁ—§)—%sin(ﬁ—i—e—ét)

B k3
—kaf3® + |B| [2ks + ka e + V/e*]

—ka(1 — )8 — ks B> + |B| [2ks + kae + Vi/e?],

2 *
< —ki(1-a)B?, V|8 > k”'t:; Vi/e

e

IN

whereq is any scalar that satisfi@s< « < 1. From this it follows that if the gair, is selected as
in (25), 3 will be ultimately bounded with the ultimate boupi less thang.

We are now ready to prove the convergence.dfrom (L4), with u; = k3 r, see {4, and using
(27) the dynamics oé satisfies

é=—ks(e+ f)cosB+ Vicos(B+ 6 — 0).
LetVa(e) = fe?. Its time-derivative satisfies

Vo < —kse?cosf+ le| (Vi + ksR),

= —k3(1 —a)e? cos B — akse? cos B+ |e| (Vi + k3 R),
Vi R

< —k3(1 — a)é? Vel >
- 3(1 — a)e”cos |e|_k3acosﬂ+acosﬂ

(28)

for 0 <« < 1. From @£8) we can conclude that for any finite tinie> 0, e(¢) is bounded (that
is, there is no finite escape) and furthermore, after a fimite t, with [3(t1)| < 7, e(t) will
converge to a neighborhood around zero of size lessdhagprovided thatks is sufficiently large
ande* > R/ cos(f3,). O

We can now conclude that according to the switching ruleritesd in Sectior8.3and resorting to
Theorem 1 and 2, if the switching between these two phasésied down by a sufficiently large
dwell time 7 such thatmin(nT, A) > 7p, based on the results in ( [23] and [24]) the switched
closed-loop system is bounded (that is all the states aned®ul) and there exists an> 0 such that
while e(¢) > ¢ the vehicle will converge towards the target and will remaiiterwards around the
target. This behavior will be illustrated in the next setio

Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
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A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINEGOM 11

5. SIMULATION RESULTS

This section illustrates the performance of the proposedtrob scheme through computer
simulations. We present three scenaripsstationary targetii) the target moves along a straight
line, andiii) the target performs a lawn mowing maneuver. The initial gufitions of the pursuer
and the target vehicles are respectivelyy, 6)(0) = (0,0,0) and (z¢, yz, 6:)(0) = (50m, 50m, 0).
The target linear velocity was set¥® = 0.2m/s. The control parameters were selected as follows:
w=0.5rad/sec, R =0.5m, ky =1, ks =1, k§ = 1.6, kg =0.02, k4 =10, A\ =1, e* = 1m, and

V. = 0.2m/s. The criteria used to select them was based on the followiaggulurei) for phase

1 (extremum seeking control based algorithim),andw are the amplitude and frequency of the
probing signal that is injected to the system to get a meadsfutee gradient information of-»2. It
was noted that the vehicle will make sharper turns as theneteak, is increased. The parameter
w should be also sufficiently large as it is required in Theoferithe signal-r? is filtered by a
high pass filter of the form+5 to remove the DC (and low frequency) components, wherethe
cut-off frequency of the filter. The parametercan be seen as an adaptation gain and should satisfy
(together withk,) the conditions of Theorem 1i) In phase 24, k%, andk, are used to tune the
convergence behavior efandé — @ to zero. In the simulation, we consider the realistic casg th
the vehicle has dynamics (to capture the effect that theciteds cannot change instantaneously)
and input saturations. To take into account those effectinatlade a first-order filter with input
saturation that emulates the dynamics of the vehicle inecldsop with an inner-loop controller
that is responsible to drive the actual velocity of the vihio the desired one.

5.1. Stationary target

50 1

40r .

~, 30f ,
g
N

201 1

10 1

ot ) ‘ ‘ ‘ ; : P

0 10 20 30 40 50 60

x [m]
Figure 2. Simulation path of the pursuer vehicle (statipriarget).
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12 0. NAMAKI-SHOUSHTARI, A. PEDRO AGUIAR AND A. KHAKI SEDIGH

Figure? illustrates the path of the vehicle for a stationary tarietan be seen that the vehicle
converges to and stay in a neighborhood of the target. Thisri®borated in Figuré, where both
the components of the position erkoconverge to a neighborhood of zero. Fig@rghows the time
evolution of the forward velocity and the control inpuit

control input (V)
T T

velocity

= = = velocity command ||

T
- -

~
< o8t i =
£ M '
" ! 4
0.6 n r } H 1.
! P " L]
n i 21 N “ J]
0.4} ! Wt " [ L.
m I| ) , ) ] !
1 iyl A N th roSh
) ) l;
02k = = [NERLS ) V) A, f - - 4
Uy ) W\
7 ', “I \"
0 I I hd L v L L4 I A
0 50 100 150 200 250 300
Time, s

Figure 3. Time evolution of the forward velocity and the \@tp command of the pursuer vehicle for the
stationary target case.

error in x direction

0 50 100 150 200 250 300
Time, s
error in y direction
T

I
0 50 100 150 200 250 300
Time, s

Figure 4. Time evolution of the components of the error vie¢to- =,y — y;) for the stationary target case.

5.2. The target moves along a straight line

In this scenario the target vehicle moves along a straigktwith V; = 0.2 m/s. Figure5 displays
the resulting trajectories of the vehicles where it can ndbat the pursuer moves towards the
target. Notice also that the pursuer vehicle is constantiyjching between the two modes. This
behavior is clearly seen in Figufethat shows the “steady-state” trajectories of the last 4&ermse
of the vehicles in the simulation. It is important to point that the pursuer cannot perform for all
time a straight-line motion because in this mode the syssemot observable.
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Figure 5. Simulation paths of the pursuer and the targetcieshior the case that the target vehicle moves
on a straight line.

40 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
140 145 150 155 160 165 170 175 180
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Figure 6. Zoom in of the last 40 meters of the pursuer and tamgleicles maneuvers shown in Figure
5 (steady-state trajectories).

5.3. The target performs a lawn mowing maneuver

Figures9-11 show the simulation results when the pursuer vehicle isiredquo track a target
vehicle that is performing a lawn mowing maneuver composesttaight lines and arcs. From the
figures, it can be seen that the vehicle is capable to converte target and follow it. However,
as it is expected, the distance error increases when thet fargn the arc phase. In this simulation,
in the last straight line (after the curve) the target velotj is changed abruptly from 0.2 to 0.1
m/s. In order to attenuate the oscillation in speed of théclkelwhen the proposed strategy switches
again to phase 1. was set to be:, (¢, ), whereu, (¢, ) denote the velocity of the vehicle before
switch to phase 1. Note that the pursuer vehicle still hasoal gacking performance even without
knowing that the target has changed its speed.
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control input (V)
1.4 ‘

e pElOCILY

1.2r

= = = yelocity command

0.8f
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04l Al ]

0 100 200 300 400 500 600
Time, s

Figure 7. Time evolution of the forward velocity and the \a@tp command of the pursuer vehicle for the
case that the target vehicle moves on a straight line.

error in x direction
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Time, s
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Figure 8. Time evolution of the components of the error vie¢to- z+,y — y:) for the case that the target
vehicle moves on a straight line.

Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
Prepared usingncauth.cls DOI: 10.1002/rnc



A SWITCHED BASED CONTROL STRATEGY FOR TARGET TRACKING USINEGOM 15

60J g T g T T T T =

0 20 40 60 80 100 120

Figure 9. Simulation paths of the pursuer and the targetleshfor the case that the target is performing a
lawn mowing maneuver.

control input (V)
1.4 ‘ ‘

— pelocity

121 R = = = velocity command
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0 200 400 600 800 1000 1200
Time, s

Figure 10. Time evolution of the forward velocity and theogty command of the pursuer vehicle for the
case that the target is performing a lawn mowing maneuver.

6. CONCLUSION

In this paper, we addressed the target tracking problemevherautonomous robotic vehicle is
required to move towards a maneuvering target using ranteroeasurements. We proposed a
switched based control strategy to solve the pursuing prolhat unfolds in two distinct phases: i)
the determination of the bearing, and ii) following the difen computed in the previous step, while
the range is decreasing. We provided guaranteed conditimhsr which the switched closed-loop
system achieves convergence of the relative distance &r@rsmall neighborhood around zero.
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error in x direction

_2 I I I I I I
0 200 400 600 800 1000 1200
Time, s
error in y direction
60 T T -

0 200 400 600 800 1000 1200
Time, s

Figure 11. Time evolution of the components of the errormegt — =,y — y;) for the case that the target
is performing a lawn mowing maneuver.

The simulation results showed the good performance of tbpgzed solution. An issue for future
research is the integration of an obstacle avoidance syisté¢he proposed tracking algorithm. A
promising strategy is to follow some of the ideas in [19].

APPENDIX

Proposition 1
Consider the following scalar system

3= —ai(t)sin(B) + az(t), B(0) = o (29)

wherea; (t) andaq(t) are assumed to be bounded piecewise continuous signalswith> a,,
laz(t)] < aq,Vt > 0, anda, > a2 > 0. Then for every initial condition

1Bo] < cos™(a), a = ,/=—=, (mod 2n)

((t) converges to a neighborhood around zetniod 27) and satisfies

tlim sup |B(t)] < cos™(a) ( mod 27). (30)
— 00
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In particular, ifas(¢) is identically zero, then for almost every initial conditig3(¢) converges to
zero (mod 2).

Proof
Consider the Lyapunov function candidate

V=1-cosf
whose time derivative alon@9) satisfies

V = —ay(t)sin® § + a(t) sin 8
= —a1(t)(1 + cos B)(1 — cos B) + az(t) sin 3
< _21(2 — V)V + a2

Thus, by noticing thad < a < 1 it can be verified that ity < 1+ a, thenlim;_, ., sup V(¢) <
1 — a, which implies 80). O

Derivation of equationsi4) and (L5)

According to Figurel the position error betweefn, y) and(z:, y:) is given by (L2) and the angle
3 + 0 satisfies {3). Using (L), (2) and (L3), the time derivative oé can be obtained as follows:

e=[(@—a)(@—ze) + (¥ —4e)(y —we)] Je
= —cos(0 + B) (u1 cos @ — Vi cos6;) —sin(0 + B) (uq sinf — V; sinb;) ,

which yields (4) by resorting to simple trigonometric equalities. To obtéi5) note that) + 3 =
tan~! (Lﬁtg) . Taking its time-derivative yields

—(z—xy

(=) (x—x¢)— (=) (Y—yt)

b+ 4= (z—=)”
1+ (y*yt)2

(z—m)?

Using @), (2), and (3) it follows that
0+p= %(fecos(OJrﬂ) (u1sinf — V;siny) + esin(f + B) (uy cos 6 — V; cosby) ),
e

where from this, after some algebraic manipulation, it cacéncluded5).
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Analysis of the closed loop system in phase 2 with the cdatro(9)

The analysis is organized similar to what was done in the fppbdheorem 2. First, it will be
shown that3 is ultimately bounded with ultimate bound less th&arby appropriate choice of the
gains. Using this fact, we then show the convergence of

Consider the dynamics ¢f (see (5)), which in closed-loop with the control lav@) satisfies

b= kg tanh (kS r)
e

sin 3 + k§ tanh (k5 (6 — 0)) — % sin(8+ 6 — 6,), (31)

and the positive definite functiori (8) := $3%. Computing its time derivative along the trajectories
of (31) and using the fact th#t— 6§ = — (5 — 5), one obtains

Vo= g kgtan:(kgr)

sin 8 — kS tanh(k$ (6 — 5)) — %sin(ﬁ +0—0)|.

Using the fact th&upogtgtf |§| < e and applying the following trigonometric equality,
tanh(z; — z2) = (tanh z; — tanh z9)/(1 — tanh 21 tanh z5)

we can conclude that foe,| < e

—z1 tanh(z1 — 22) < —aj 21 tanh(z1) + ag|21|

anda, = —28he_ Thys, it follows that there exist constants=]0, 1] and

1—tanhe

_ 1
Wherea’l " 1+tanhe?

~ €]0, 1[ such that

. 1
Vi < —kf———————(1—a)Btanh(k} Vtanh |k}
1S 41+tanh(k:2€)( )3 tanh(ky3), anh [k;8] >~
and from this it can be concluded thatvill be ultimated bounded with ultimate boury < 7 by
suitable choice of the gains.
Now, the convergence af will be examined. From1(4), with «; as in @), and using 27) the

dynamics of satisfies
é = —kS tanh(k}(e + f)) cos B+ Vi cos(B + 6 — 6y).

UsingVa(e) := 1e?, we obtain

. 1 tanh(k3R)
Vo < —ki———— ctanh(k} 8 Vi
2 S Mg ¢ nhkse) cos B+ el (ot gy cos A )
@ 1
< —kg me(l — Oé) tanh(k;ge) cos 3, Vtanh|k§e| >y
Copyright© 2011 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2011)
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for some constant8 < «,~ < 1. Thus, for any finite time > 0, ¢(¢) is bounded (with no finite

escape) and moreover, after a finite timavith |3(¢1)| < 7, e(t) will converge to a neighborhood

around zero.
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