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Abstract: There is widespread interest in the deployment of fleets afmaaobots with the potential

to roam the oceans freely and collect data at an unprecetiso#de. This calls for the development
of efficient algorithms for multiple vehicle motion plangirthat can take directly into account the
capabilities of each vehicle and environmental conditiang lend themselves to seamless integration
with control and navigation systems. The paper describearags towards the development of a new
breed of motion planning systems that address explicitBriaehicle collision avoidance, together with
a number of criteria that may include simultaneous timesrabal at assigned target points, energy
minimization, and acoustic communication constraintse Tiineoretical framework adopted is rooted
in the so-called Projection Operator Approach that borrfyar optimization and dynamical systems
theory. Simulations with full dynamic vehicle models ilitege the potential of the methods developed.

Keywords:Trajectory Optimization, Trajectory Generation, Mulgphutonomous Marine Vehicles,
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1. INTRODUCTION of finding a common framework upon which inter-vehicle com-
munication can be based, a mission has to be planned in such a
Marine robotics is a highly active and rapidly evolving figil manner that the constraints imposed by the vehicles’ differ
research, and recent advances have made it both techralpgicdynamics are taken into account to yield feasible trajéesor
and economically possible to execute missions involvingamo and therefore, an executable mission.

than one vehicle. This Opens up new avenues for Marine "&acent advances in diver assistance and harbor security sce

search that were not possible before, for it increasesidadigt . ioq (Indiveri et al., 2010) also demonstrate the impmea

the interest in applications where multiple autonomousimear ¢ -,,heration among the vehicles. Providing the diver unit

Veh'des (AMVs) execute MISSIONS at sea cooperativelyfdeo \\ith means of trilateration, i.e. positional informationdadi-

to achieve new and challenging goals. rectional instructions in relation to the mission objeetiynot
only requires a reliable control that is capable of adaptireg

1.1 Cooperative Planning for Multiple AMVs vehicle formation in case the diver diverges from its path. |
also inherently requires a mission plan that brings togetie

It is nowadays at the heart of most research programs to fullgission objectives and the vehicle restrictions and ostput

explore the possibilities that multiple AMV scenarios pased, Mission that is optimal in vehicle energy usage as well as in

in accordance with that, the areas of application are widssp terms of the strain put on the diver when following the instru

and diverse. One of the most explored scenarios to date is ffigns transmitted to him by the assisting vehicle network.

sampling of ocean data (Leonard et al., 2010; Ogren et al.,

2004), and it is a subject of continuous interest how to ozém 1.2 Related Work

a cooperative mission in terms of maximizing the amount of

collected samples. In Paley et al. (2008), trajectories are designed to meet the

Another active field of research is the incorporation of hete SCientific objectives of a mission, and adapted in case atieh

geneous AMVs into one cooperative framework for missioffilures. Instead of aiming for single-track trajectorieth

execution (Aguiar et al., 2009). Several factors need takert Simultaneous arrival, the objective is rather a closed stiiaat

into account, and besides having to solve the obvious pmoblec@n be executed repeatedly; if more than one vehicle follows
such a trajectory, they need to maintain a fixed distanceckeh
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to the propeller shaft, which, according to Kumar et al. 200
means that the performance index does not exactly repribgent
energy consumed by the thrusters. By defining path constrain
the trajectories are planned in a way that obstacles areeaoi
The vessel model is explicitly incorporated. This is alsoelo
by Inanc et al. (2005), but here, energy-minimal trajeet®ere
computed by assuming the instantaneous power to be const:

1.3 Contribution

In previous publications (see Hausler et al. (2010) andefie r
erences therein), we restricted ourselves to a kinemataeino
of the vehicles under consideration. Optimization comstsa
related to the dynamics had to be incorporated indirectly t
constraining the kinematic model, e.g. by providing nuiedri
bounds on the path’s curvature.

In this paper, we introduce a novel approach to cooperati
planning and optimization of energy-minimal trajectotiiethe
presence of obstacles. The trajectories are guaranteedéab
sible in terms of the vessels’ dynamic models, which is an ad-

vantage inherent to the projection-operator based opitioiz ~ Fig. 1. The MEDUSA vessel set-up. The thrusters are moumtekei middle
approach we follow, since it explicitly incorporates thessel between both hull parts on thez-plane (body coordinates) and produde
dynamics. A minimum energy planning problem is solved to ~ completely from the body on the-y-plane.

obtain the trajectories, with an emphasis on the compurtatio

the energy as the integral of the instantaneous power drainéectorv = [u, v, 7] represents the velocities in the body frame
from the batteries , i.e. electrical (and not the more comgnon{B}. In (1), R(n) is a rotation matrix such that

used mechanical) power.

T cosy —siny 07 [u
The paper is organized as follows: we first summarize the gl = [Sim/) cos 0] lvl
dynamic model for the MEDUSA class of autonomous surface 1P 0 0 1]Lr

vehicles in Sec. 2, where we also introduce the accompanyifge o gel inputsps andngp are the rotational velocities of the
static equations Fhat’ as part of t_he cost function, acmﬂmgy MEDUSA’s actuators, the port side and starboard propeter,
expenditure minimization. We discuss the problem formarat spectively, obtained by multiplying a percentage commaitial w

in relation to that vehicle model in Sec. 3, before giving ahe maximally admissible rotational velocitynay. Maneuver-

overview of Fhe optimization appr(_)ach in Sec. 4. Th_e P?P‘?ﬁg is done using common and differential thrust, resuliimg
concludes with simulation results in Sec. 5, after Wh|chlf|n::{he external force vector

comments and the research outlook are included in Sec. 6.

Tps+ Tsp
0
Z(Tps - st)

. wherel is the displacement of the propellers from the center
The MEDUSA ASV is a vessel recently developed at the Dy-rq (B}, see Fig. p2 The forceSps a?\d %b are functions of

namical Systems and Ocean Robotics laboratory at ISR/ST f and the two oropellers’ rotational velociti and
Lisbon. Its hull consists of two torpedo shaped tubes that I " ively. b thp' pet 88ps andrish,
parallel to the water surface, but with a vertical displaeatn respectively, both given in [rps}.

so that one tube is fully submerged at all times. By switclifig Placing the center of B} at the center of mass of the vessel,
the GPS receiver, this design even allows treating the ME®USthe rigid body and hydrodynamic added mass matrices in the
as if it were an underwater vehicle (in some limited fashjondynamics (2) can be written as

while still making it possible for the operator to observe an

T =

2. THE MEDUSA MODEL

ongoing mission directly, thus making the MEDUSA an ideal Mo — %1 7?1 8 Mae — )gu }9 8
test platform for the development of planning algorithnts, ¢ b= 007 a= 0 0” N,
zz T

operative controllers, and more. . - o
wherem is the body mass antl. . the rigid body inertia. The

2.1 Kinematic and Dynamic Equations rigid body and hydrodynamic centripetal and Coriolis nesi

are

Since the MEDUSA is conceptually a semi-submersible, the - 0 78“’ 8 Colv) — 8 8 ;(Y_“)

mathematical model can be considered to be that of a plana”®(*) = |77 av) = ull
0 0 0 Y@’U —qu 0

vehicle. Using the notation of Fossen (2002), the model is
i = R(n)v 1) and the linear and nonlinear drag is expressed as

(Myp+ Ma) v+ (Cro(v) + Ca(v)) v+ (D + Dn(v))v = 7(2) X, 00 Kjufulul 0 0
where the kinematic states= [x,y,%] express the vessel's D==10 Y, 0} Dn(v)=- 0 Viepolvl 0
o & 0 0 N, 0 0 N|T|T|T|

pose in the inertial reference franjé}, and the dynamic state
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Fig. 3. A cross-section of the propeller blade0&dt R showing the forces and
velocities acting on the propeller blade (the force vectwesenlarged).
The propeller runs counter-clockwise in order to achievevéod thrust
T, moving the system upwards in this picture. To avoid ovegilag
arrows, the tangential component of the propeller torQueat 0.7R is
shown here with a negative sign. Propeller liftand dragD and total
hydrodynamic force: are only shown for reference.

UPpssh — 0.7Rwpssb= 0.7TR2m npssh (6)

2.2 Static Equations for Thrust and Torque When the vessel is rotating about thaxis, we need to account
for the fact that the advance velocities at the propellees ar
different from each other, which results in the side-dejgend
I«;lépressions

Fig. 2. Conceptual drawing of the MEDUSA as seen from above drrows
illustrate the velocities experienced at different poioftshe body for a
system that is undergoing a right turn with= 0.1s~! while moving
forward with w = 1.0ms~!. The black coordinate axes represent the
body frame{ B}, the grey axes the inertial fran{d }.

Since the model inputs are the propellers’ rotational vidkx
nps andngp, @ mapping between those and the thrligtand
Tsp needs to be defined. The standard way is given through t .
open-water coefficient§~ossen, 2002). It turns out, however, Vaps = sin(atanZ—py, py) )lr +u = —pyr +u %
that models based on these coefficients are only applicable i Vag, = sin(atanpy,pz))lr +u = pyr+u

the regime of non-zero advance velocity at the propelletdyla Here, (ps,py) is the offset of the propellers from the vessel's
together with non-zero propeller velocities, where thatiohal centér Of’ n%ass in body coordinates, anis their absolute
direction must be the one that drives the vessel forwards Thijisiance to the center of mass (see i:ig. 2). Since (6) and (7)
is because the co_efﬁmegats are defined in terms of the Opel, jependent on the vessel side, it needs to be kept in mind
water advance ratido = .G, whereu, is the propellers (and ,5; the advance angle (5) and both the thrust (3) and thadorg
the vessel’s) advance speedis the rotational velocity of the (4) need to be computed separately for each propeller.
propeller, and{ is its diameter. Clearly, a zero-crossing of the

propeller speed makes the advance ratio go to infinity. The MEDUSA vessel uses Seabotix HPDC1507 thrusters,
. . which run in a Type 37 Kort nozzle and have a pitch ratio of
Thus, for small ocean vehicles, especially ones that aeeeste 1, pjy P/~ 1.2. A correction factor (the detailed derivation
by differential thrust from two or more propellers (and noty¢,yhich is not given here due to space limitations) was @pli
for instance, by changing the deflection of a rudder), amothg, 5:hieve the bollard-pull conditions that Seabotix iaths

: . . 2 : ®or this thruster model. Thanks to the particular body shape
will change their rotational direction for maneuvers tmailve ¢ 4.« MEDUSA (see Fig. 1), we may regard propeller-hull

curved trajectories. A model that is valid for all regionswd- ;< 2 ctions as nedliai :

o : . gligible and treat the propellers aif there
tion (i.e. ahead, back, crash back and crash ahead) is Uesc”running in open water, simply employing the four quadrant
by van Lammeren et al. (1969) and explored later on by Oosf;,4e| just described.

erveld (1970) and Bachmayer et al. (2000), the so-cdtiad

guadrant modelThe coefficients used by this model are given
in terms of the advance angleat the propeller blade, and data
is available in the form of a 20order Fourier series for various ) ) ) o ) _
ducted propellers and nozzles (Oosterveld, 1970). A sningth Our goal is to generate trajectories for missions involving

procedure that makes the coefficients more usable for NewtstItiple MEDUSAs. The trajectories are required to be free
descent methods is described in Hea|ey et al. (1994) of inter-vehicle collisions as well as collisions with oasles.

_ i Furthermore, they must be optimal in terms of prospective
In this propeller model, the thrust and torque equations are energy usage throughout the mission, take into account the
_ 1 2., .2 2 dynamic constraints of the vessel, and provide the means of

I= 2ch(ﬂ) (va + Up)ﬁR 3) simultaneous arrival.

3. PROBLEM FORMULATION

Q= lch(ﬁ) (vg +v§)7rR2d (4) When referring to minimum energy trajectories, the enecgy t
hered is th ”2 diameter ad— d/2 is its radius. Th be minimized is usually understood as the amount of work done
whered is the propeller diameter arfd= d/2 is its radius. The to change the vehicle’s velocity and overcome the drag force
advance angle can be computed as (Kruger et al., 2007). Here, however, we are more in the line
B = atanZva, vp) (5)  with Chyba et al. (2008), since we want the algorithm to find
whereuv, is the advance velocity of the propeller, angis the  trajectories that are minimal in terms of the wattage draswmf
lateral velocity of the propeller blade at radiug R, whichisa the the batteries. To this effect, we formulate an addiliset.
function of the rotational velocities. See Fig. 3, and Baalier of static equations that are based on the DC motor model for
et al. (2000) and Healey et al. (1994) for an illustrationiad t the thrusters, and which will be used as means of computing
concepts involved. In what follows, the required electrical energy along a trajectory to allowntlie



(an element of the trajectory manifold). Composing the-opti
mization objective (dunctiona) with the (trajectory tracking)
projection operatorconverts the dynamically constrained opti-
mal control problem into an essentially unconstrainedojzt-

tion problem.
: Suppose thad(t) = («(t), u(t)), t > 0, is abounded curve (e.g.,
—6 ‘ ‘ ‘ : ‘ ‘ ‘ ‘ ! an approximate trajectory gf) and letn(t) = (x(t),u(t)), t >
—80 =60 —40 ?n%%r con?mand%r?perciﬂtagem 80 100 0, be the trajectory of determined by the nonlinear feedback
Fig. 4. Data and polynomial fit for the port-side motor, obé&al from measure- system .
ments conducted on April 14, 2011, data set of 09:46 am. w(t) = f(z(t),u(t),t), z(0) = 2o
computation of energy-related quantities that make semse i ult) = p(t) +K_(ﬁ)(a(t) _x_(t)) o
physically sound manner. This feedback system defines a continuous, nonlipezjec-

] o . tion operator
Since the terminal inductance of the thrusters is smiall £

500..H), we can neglegt the fast dynamics of the electric part Pig=(al),pu() —n=(z()u())

of the standard DC motor equatiob, 2 + R,] =V — K.w 1hisallows us to formulate the following algorithm for inftie-
(Franklin et al., 2002), and write the relation of the razatil  dimensional optimization, similar to the Newton method for
velocities of the propellers to the voltage as optimization of a functiory(-), e.g., in finite dimensions:

Vpssb= Ralpssbt Kewpssh= Ralpssh+ Ke2mnpssh  (8)  PROJECTIONOPERATORNEWTON METHOD
where Vpssh Ipssb and R, are the armature voltage, current]  |nit initial trajectoryéy € T
and resistance of the (portside/starboard) DC mdtarisits 2 for k =0,1,2,..

electrical constant, andpssp, its rotational velocity. There is 3 do design feedbaCK(.) definingP about;
no data available on the viscous friction coefficient and thg search direction
rotor inertia of the Seabotix thrusters, which would usubi Gi= argmingeTEiTDh(&) C+1D%(&)-(¢,0)

required to compute the armature currémts a function of the o . , ,
rotational velocities from the mechanical part of the DC anot > stedp ?lz% :a;gg@nv?(ql] 9(& +16i)
dynamics. However, we were able to determine the currents updatei+1 =P (& +7iGi

Ips and Igp as functions ofnps and ngp, respectively, from whereT is the traiectorv manifol 7. and h
measurements conducted with the MEDUSA, and by fitting @&, J y &< 9(8) = h(P(c))
3rd order polynomial to the data obtained (see Fig. 4).

T
Considering the different inputs for port side and starboar h(€) ::/0 Ha(r), u(r),7) d7 +m(a(T))
propeller, the electrical power consumed by the motorsi$ius since our problem formulation demands having additionkl co
P = Vpslps+ Vsplsp+ Py ©) lision avoidance constraints, we have in fact a constraipeid
= (Ralps+ Kenps) Ips+ (Ralsh+ Kensp) Iso+ P, mal control problem
with P, as the constant power required by the on-board com-__. o
puters. This, under the assumptions made for (8), can oseour ™" 0 Ha(7),u(r), 7)dT +m(z(T))
only be ap_plied if we ha_\/e maneuvers t_hat sustain the vglocit ¢ ¢ @(t) = fz(t),u(t),t), z(0) =
for a certain amount of time; if the velocity changes fastee cj (x(t),u(t),t) > 0 t o, T] jefl,....k}

has to be more sophisticated than using steady-state egsati . ) , ) ,
We incorporate the constraints(-) using the barrier functional

(11)

4. MATHEMATICAL FERAMEWORK method introduced in Hauser and Saccon (2006) The method
' requires the approximate log barrier functigs(-), 0 <6 <1
Before discussing the technical details of formulatingabki- defined as
sion avoidance constraints, we give a very short overviethef ~ —logz z>9
projection operator method we adopt in this paper. The rdade  3s5(z) =<¢ k—1 z—ks \* (12)
referred to Hauser (2002) and related papers for in-detilde — —1| —logd z<9¢
k (k—1)6
4.1 The Projection Operator Approach and Barrier FunctibnaWN€rek > 1is an even integer. This allow us to express (11) in
the shape of (10) as
The central idea of this approach to the solution of optimal T
control problems is @rojection operatormethod that allows minimize 0 (l($(7)7“(7)’7')
expressing the dynamically constrained optimization [mwb &
T .
N d T
minimize / Wz(7),u(r),7) dr +m(z(T)) (10) Zlﬂ ¢j(@(7),u(r), ))) 7 +m(z(T))
0 —
subjectto @(t) = f(z(t),u(t),t), (0) = o subjectto i(t) = f(x(t),u(t),t), z(0) = zo

as an unconstrained one, and use Newton’s method to find an

optimal solution. This is centered around the realizatiat .  where ¢ and § express the “sharpness” of the barrier, and
trajectory tracking controller defines a function spaperator are reduced over the iterations of the algorithm to force the
that maps a desired trajectorydarve to a systemntrajectory trajectories into the valid region of the optimization spac



We found it necessary to slightly modify (12), since it asesm o
(unbounded) negative values fer> 1. This may result in a
domination of the negative part in the cost integral, thgreb
in relation to our application, effectively putting @ward
on staying away from the other vehicle (or obstacle) as a2V
as possible in addition to the cost for avoiding collisions.
Since this is not desirable, we extended (12) by forming

composition with theZ2-smooth “hockey stick” function 15+
it o(z
o(z) = tanh(z) if z > 0. 10
z otherwise z
defining the new barrier functional 5L

Bs(2) := Bs(0(2))

that behaves as the standard barrier funcfigrior small and

1 0 C L L L L
negative z, but goes to zero for— oo (Saccon et al., 2012). 0 5 10 15 20 25
o (a) The lines around the obstacles illustrate the safetprtie of 1.5m between
4.2 The Optimization Problem vessel and obstacle. The red vessel pictograms illustratepdint of closest

proximity; the rings around the vessels indicate the int=sel safety distance
Our g0a| is to minimize the energy spent by each vehicle wheh2-0m. The desired trajectories are shown as dotted Ide that the vessels
moving from a given initial to a given final configuration Ugi are drawn in their real sizes; the units on abscissa andaislaxes are meters.

(9), the total power consumption of tlxh vehicle is Lo

Tpow(x (1), ul? (£)) = ( Ry e+ Keng;(;))zgﬁ (t) )
+ (R (1) + Kl NI )+ P, (13) g

wherex!d(t) denotes the-th vehicle’s state vector. An addi-() g
tional cost term expressing. trajectory optimization can be

N

formulated as 047
1 . . 1 . . 0 I I I I I
1l () — %[ 20 L a4y — uld 2
xU(t) — xgadt + —[|ut(t) —uydt 14 0 5 10 15 20 25
2 | | ( ) des( >| |Qt0 2 ‘ ‘ ( ) des( )| |Rt° (14) (b) Surge velocities (vertical axis) vs. time (horizontais.
where Q1 and Ry, are positive definite weight matrices that o
have to be chosen appropriately. Fig. 5. Three vessels and two obstacles. The scenario wibe@ely chosen so
that it initially would be infeasible (desired trajectaierossing obstacles
The inter-vehicle collision avoidance constraint (expéal in and causing collisions) to show the planner’s capability.

more detail in Saccon et al. (2012)) between vehitkesd; is L [4] [4]
with 4,5 € {1,...,Ny} andk € {1,... No}, andx," andx; ' are

ceol(xL (1), x17) (1)) = the initial and final condition on theth vehicle.
i j 2 i j 2
@I®-V0)” e -yo)” 5. SIMULATION RESULTS
+ (15)
(27’(:)2 (27’(:)2

wherer¢ is the minimum safety distance that must be kepbue to space limitations, we restrict ourselves to one saena
between two vehicles. Due to space limitations, the obstadhat shows the capabilities of our motion planning appraaeh
avoidance constrairttobs(x[i] (t),o[’f}) between vehicle and scenario with three vehicles and two obstacles: the vehstéet
obstaclek is not given here, but it can be formulated in a similagt three arbitrary points and are required to arrive at ttaneget
manner. (Herek € {1,...,N,}, whereN, is the total number points at exactly the same tirfig following desired trajectories
of obstacles in the environment.) while avoiding collisions (see Fig. 5). The example shoveg th
) ) ) ) , the projection operator approach is a very robust optirntnat
Using the power function (13), the desired trajectory fioltt method for our area of applictation: desired trajectoris loe
(14), the inter-vehicle collision avoidance function (1&8nhd  gefined such that they intersect obstacles and would redihkei
the obstacle avoidance function, the vehicle trajectoaies ogsels crashing into each other; the result in the end, vewe

obtained by solving the optimization problem is such that (a) the trajectories are “close” to the desiressp
T Ny ' . while (b) being optimal with respect to energy expenditare
min / Z (lpow(xm (1), ul (7)) + (c) avoiding collisions with obstacles and between theeless
0 =1

_ _ Itis worth stressing that, in order to increase run-timeficy
ldes(xm (T),um (T),T))dT+m($(T)) and simplify the analytical expressions for first and second
1] il (il il oOpG (] derivatives of a properly defined operator (as required by-Ne
st.x = f(x",u"t),  x"(0)=xy, x"(T) =x; ton’s method), the four-quadrant thrust and torque coefiisi
d (t),xm(t)) >0,i#] (originally formulated as 20 order Fourier series) were ap-
Cobs(x[i] (t),o[k]) >0 proximated with 30-piece periodic cubic spline curves. ©nc



computed to machine precision, the spline coefficients @n b and Experimental ValidatiolEEE Journal of Oceanic Engineering5(1),
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