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Abstract:

This paper provides a detailed discussion of the second covariant derivative of a map and its
role in the Lie group projection operator approach (a direct method for solving continuous
time optimal control problems). We begin by briefly describing the iterative geometric optimal
control algorithm and summarize the general expressions involved. Particular emphasis is placed
on the expressions related to the search direction subproblem, writing them in a new compact
form by using a new operator notation. Next, we show that the covariant derivative of a map
between manifolds endowed with affine connections plays a key role in obtaining the required
local quadratic approximations for the Lie group projection operator approach. We present a
new result for computing an approximation of the parallel displacement associated with an
affine connection which is an affine combination of two (or more) connections. As a corollary,
an extremely useful approximation of the parallel displacement relative to the Cartan-Schouten
(0) connection on Lie groups is obtained.
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1. INTRODUCTION

In Saccon et al. (2013), we have proposed an algorithm
for solving continuous time optimal control problems for
systems evolving on (noncompact) Lie groups (including,
as a particular case, the flat space R™). The approach
borrows from and expands the key results of the projec-
tion operator approach for the optimization of trajectory
functionals, developed in Hauser (2002).

The algorithm can be viewed as a generalization of New-
ton’s method to the infinite dimensional setting and ex-
hibits a second order convergence rate to a local mini-
mizer at which the second order sufficient condition for
optimality holds. At each step, a quadratic model of a cost
functional (given by the composition of the original cost
functional with the projection operator) is constructed
about the current trajectory iterate. This quadratic model
is developed using the first and second derivatives of the
incremental cost, terminal cost, and the control system
vector field. To this end, the second covariant derivative of
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a map between two manifolds plays a key role in providing
a chain rule for the required Lie group computations.

Motivated by this, we provide technical details and a
historical perspective of the second covariant derivative
of a map between smooth manifolds endowed with affine
connections. We present a new result for computing an
approximation of the parallel displacement associated with
an affine connection which is an affine combination of two
(or more) connections. As a corollary, an extremely useful
approximation of the parallel displacement relative to the
Cartan-Schouten (0) connection on Lie groups is obtained.
Having at hand such an approximation of the parallel
displacement is key for computing the second covariant
derivatives of the cost function and system dynamics that
are used in the projection operator approach.

The paper is organized as follows. Section 2 introduces
the notation used throughout the paper. The projection
operator approach on Lie groups for the optimization of
trajectory functionals is reviewed in Section 3 and rewrit-
ten in a new compact form by using operator theory. In
Section 4, historical development and important properties
of the second covariant derivative of a map are detailed.
Finally, in Section 5 an approximation of the parallel
displacement relative to the (0) Cartan-Schouten connec-
tion on Lie groups is introduced and justified. Concluding
remarks are given in Section 6.



2. NOTATION

This section has been reduced in size in the final submis-
sion due to page limitation. Please contact the authors to
receive a complete version of it.

Notation

M, N Smooth manifolds

T.M,T:M Tangent and cotangent spaces of M at
reM

TM, T*M, Tangent and cotangent bundles of M

¢o: M— N A map (a function, when N = R)

D¢:TM—TN Tangent map of ¢ (the differential of ¢,
when N = R)

£ set of linear maps between two vector
spaces, e.g., £(T, M, Ty V)

\Y% Affine connection on a smooth manifold

VxY Covariant derivative of a vector field Y
in the direction X

y:R—M A smooth curve on M

Pfy“_toVo Parallel displacement along ~ of the

D?¢(x) - (v1,va)

vector Vo € T4,y M from (o) to y(t1)
Second covariant derivative of ¢ at =,

evaluated in the directions vy, vo €
T.M

Hess ¢(x) Hessian of ¢ at «

G a Lie group

g the Lie algebra of G

e Group identity

Ly, Ry Left and right translations by g € G

TL,, TR, Tangent maps of L, and Ry, respec-
tively (evaluated at e)

[, ] Lie bracket operation

Ad Adjoint representation of G on g

ad Adjoint representation of g onto itself,

_ satisfying ad(e)(<) = [0, <]

ad™ ad operator with swapped arguments,
ad=(0)(s) = ad(s)(o)

exp:g— G Exponential map

log: G — g Logarithm map (inverse of the exp in a

neighborhood of ¢)

The second covariant derivative of ¢ at xg € M evaluated
in the directions vy, vo € T, M is computed as

D?¢(x0) - (v1,v2) =

lim (
ti1—to t1 —1gp

NPt D ¢(ar)-MPL T v —D ¢($0)'V1)-

(1)

3. THE PROJECTION OPERATOR APPROACH

The projection operator approach, detailed in Hauser
(2002), is a direct method for solving continuous time
optimal control problems generating a sequence of trajec-
tories with decreasing cost. It differs from many standard
numerical methods for solving optimal control problems in
that it does not make use of a transcription phase wherein
the system dynamics and cost functional are discretized
to obtain a (finite dimensional) nonlinear optimization
problem. Rather, all computations are accomplished in
the space of continuous time trajectories and curves. Each
iteration of the algorithm amounts to integrating the
system dynamics and solving an associated set of linear

and Riccati equations by means of an ordinary differential
equation solver.

3.1 The method in a nutshell

In Saccon et al. (2010) and Saccon et al. (2013), the
authors have shown how the trajecotry optimization ap-
proach presented in Hauser (2002) can be generalized to
work with a dynamical system that evolves on a Lie group
G, that is, for a system of the form

9= f(g,u,t) = g(t)A(g(t), u(t), 1), (2)
where f : G X R™ xR — T'G is a control vector field on G
and A : G x R™ xR — g, M(g,u,t) :== g~ f(g,u,t), is its
left-trivialization. Implementations details and numerical
experiments on SO(3), T'SO(3), and SE(3) have been
reported, respectively, in Saccon et al. (2011b) Saccon
et al. (2011a) and Saccon et al. (2012).

The approach, in its simplest formulation, can handle
optimal control problems of the form

/O "Ug(r), u(r), 7) dr + mlg(ty))

min 3
(g,u)(") ®)

subject to
9="f(g,u,t), (4)

where [ : G X R™ x R — R is the incremental cost,
m : G — R the terminal cost, and go the initial condition.
Modifications of the strategy for handling a terminal con-
dition and mixed input-state constraints (through a bar-
rier function approach) are discussed, for control problems
on R”, in Hauser (2003) and Hauser and Saccon (2006).
A constrained optimal control problem on Lie groups is
discussed in Saccon et al. (2012).

Roughly speaking, the projection operator approach can
be thought as a Newton descent method in infinite dimen-
sions. The method is based on (and derives its name from)
the projection operator P, an operator that maps a generic
state-input curve &(t) = (a(t), u(t)) € G x R™, t > 0, into
a state-input trajectory n(t) = (g(t),u(t)) € GXR™, ¢ > 0,
of the system (2). The set of system trajectories T is an
infinite dimensional Banach manifold (Hauser and Meyer,
1998).

On a Lie group, the operator P is defined as

9(t) = gWA(g(t), u(t), 1), g(0) = a(0), (6)
u(t) = pu(t) + K (8)[log(g(t) ""a(t))] ,
where the regulator gain K,.(t) : g — R™ is a linear map,
which can be thought as a standard linear feedback once a
basis is chosen for the Lie algebra g. It is straightforward
to verify that P is indeed a projection, satisfying P? = Po
P="P.

Given a trajectory £(-) = (g(+),u(-)) of the control system
(2), we define its (left-trivialized) linearization to be the
time-varying linear system

() = A(E(t), 1)z(t) + B(E(), t)v(t),

with (z(t),v(t)) € g x R™, t > 0 and where
A&, t) :== A((g,u),t) = D1 A\(g,u,t)oTeL, — adA(gﬂL"tZ’)
8
(9)

(7)

B(&,t) := B((g,u),t) = D2 A(g, u, t).



Let h be the cost functional appearing in (3) and define
h to be the functional obtained by composing h with
the projection operator P, i.e., h := hoP. In this
fashion, h is a trajectory functional that incorporates the

dynamic trajectory constraint (4)-(5) into the cost in an
unconstrained manner.

The projection operator approach consists in applying the
following iterative method

Algorithm (Projection operator Newton method)
given initial trajectory & € T
for i=0,1,2, ...
(search direction_subproblem)
G =arg_min Dh(E) - &C + 1 D2(E) - (6C,6C)
€iCETe, T

(10)
v; = arg min h(& exp(7¢;)) (step size) (11)
7€(0,1]
§iv1 = P(& exp(7iGi)) (update) (12)
end

In each iteration, the search direction minimization (10)
is performed on the tangent space T¢ 7T, that is, we search
over curves ((-) = (2(+),v(+)) satisfying (7). Then, the step
size subproblem (11) is considered. The classical approz-
imate solution obtained using a backtracking line search
with Armijo condition (see, e.g., Chapter 3 of Nocedal and
Wright (2006)) can be used to compute an appropriate
step size ;. Finally, the update computation (12) projects
the iterate onto the trajectory manifold and the iteration
proceeds until a termination condition has been met.

In Saccon et al. (2011b) and Saccon et al. (2013), we
have shown that the search direction step of the projection
operator amounts to solving an associated linear-quadratic
(LQ) regulator problem. In the following, we provide, for
the first time, all of the details of the ordinary differential
equations that need to be solved for obtaining the solution
to this particular LQ problem. Such a detailed description
should facilitate the comprehension of the practical aspects
of the method and provide a useful reference and, indeed,
a cheat sheet for its implementation.

3.2 Search direction subproblem

Given a trajectory & = (g(-),u(-)) € T, the search
direction subproblem amounts to finding ¢ = (z(-),v(-))
that satisfies

¢ =arg min_ DA(E) &+ (1/2) D*h(E) - (€€, £0).

As shown in Saccon et al. (2011b) and Saccon et al. (2013),
the search direction step (10) is equivalent to solving an
optimal control problem of the form

(21)?_) /0 tfa(T)Tz(T) +b(r)Tu(r) + %[z(f)rw(ﬂ{zg:ﬂ dr

1
+riz(ty) + §Z(tf)TP12(tf) , (13)
subject to the dynamic constraint
2 =A(®), 1)z + B((t), t)v,  2(0)=0,  (14)

with z(t) € g and v(t) € R™. The expressions for the
vectors a(t), b(t), r1, and the matrices A(£(¢),t), B(&(t), 1),
W (t) and P; above, are detailed below.

The linear quadratic optimal control problem (13)-(14)
can be solved by stardard techniques (Anderson and
Moore, 1989), (Bryson and Ho, 1969). The linear two-
point boundary value problem obtained from the first
order necessary condition (alternately, the Euler-Lagrange
equations or Pontryagin Maximum Principle) can be,
when solvable, converted to a set of ordinary differential
equations running backward and forward in time by using
a Riccati transformation (cf. the sweep method in Bryson
and Ho (1969)).

Integration backward in time. A standard Riccati dif-
ferential equation associated with the LQ optimal control
problem is solved backward in time. Furthermore, an extra
linear differential equation (see (17) below) is needed, due
to the presence of the linear term fotf alz+bTvdr+r 2 (ty)
in the cost functional (13). In detail, we solve

K, =R, (S; +B"P), (15)

P=AT"P+PA—-K'R,K,+Q,, P(tf)=P, (16)

—i = (A— BK,)"r +a— Kb, r(ty) =r1, (17)

~4=(A-BK,)"q+a— Kb, q(ty) =r1, (18)

v, = —R;Y(BTr +b), (19)
with

a=1}, b=1T (20)

Qo = lgg + ZQk/\k,ggv So = lgu + ZQk)\k,guv (21)

Ro - luu + Z qkAk,uuv (22)

ry = mg, Py =myg,. (23)

The expressions above are time-varying in general and are
evaluated along the trajectory £(t) = (g(t),u(t)) € G x
R™, t € [0,tf]. The exceptions are the time invariant
expressions 71 and P; which are evaluated at g(ty).

The state ¢, appearing in (18) and component by compo-
nent in (21)-(22), is a stabilized ‘adjoint’ state associated
with the second covariant derivative of the projection op-
erator, detailed in Saccon et al. (2011b) and Saccon et al.
(2013), and in Hauser (2002) for the flat case. Interest-
ingly, this Lagrange multiplier arises automagically in the
computation of D2ﬁ(§i) - (&¢, &) without reference to any
stationarity conditions! In (15), K, denotes the optimal
gain associated with the solution of (13)-(14), while the
gain K, in (18) is that associated with the projection
operator P in (6).

When the method is applied to a dynamical system whose
state evolves on R™, the terms Iy, ly, lgg, lgu, lgg, - - . , found
in (20)-(23) refer to standard first and second (mixed)
partial derivatives with respect to the state and input
variables. On general Lie groups, these expressions are
slightly more complicated due to the presence of extra
terms involving left trivialization and the geometry of the
state manifold.

The general expressions to be used in (15)-(23), involving
the first and second derivatives of the incremental cost [,
final cost m, and the dynamics A, are the following:



A:Dl)\OTLg—adk, (24)
B=D:A (25)
/\k,gg = (TLq)* o Hessl )\k o TLq

+1/2(ad= oDy Ao TL,);

+ 1/2 ((TL.(J)A< o (Dl )\)* o ad)g (26)
Megu = (D2(DiXoTLy) +1/2(ad” o D2 V)i (27)
)\k,u_q: (Dl(Dg)\)OTLq+1/2 D2/\ oad) (28)
/\k,uu = Hesss g, (29)

lg:DllOTLq (30)
lyg=(TLy)* oHess; loTLy, (32)
lqu — D2(D1 l o TL ) (33)
lug =D1(D2l)oTL, (34)
luu - HeSSQZ (35)
mg =D m (36)

mgg = (I'Ly)* oHessmoTL, (37)

In (26)-(29), (") E : &(E,g) — £(E,R), k € {1,2,...,n},
E = {g,R™}, are defined as (n)F : n — m on, where

k:9— R ke {l,2 ... n}, are the natural projections
a Lie algebra element into its components for the given
choice of a basis for g.

Equations (24)-(37) were introduced in Saccon et al.
(2011b) and further explained in Saccon et al. (2013).
Here, they are presented all together in a new compact
form obtained using the operator notation, as explained
in the notation section. Recall that R" with standard
addition + is a Lie group. Indeed, for a system evolving
on R™, (24)-(37) simplify to the standard first and second
derivatives of the dynamics and cost functions.

After the optimal gain K, in (15) and the optimal feed-
forward v, in (19) have been computed backward in time,
the following forward time integration allows one to obtain
the optimal state-input trajectory ¢(-) = (z(:),v(:)) that
solves the LQ optimal control problem (13)-(14), together
with its associated optimal value.

Integration Forward in time. Solve

2 = Az + Bu, z(0) =0, (38)
v=—Kyz+ v, (39)
S =atz+ 0", zn+1(0) =0, (40)
Enyo = 21 Qoz 4+ 227 Sov 4+ vT Ry, zn12(0) = 0. (41)

The state 2,41 and 2,42 evaluated at ¢y allow to compute

Dh(€) - €C = zn41(t) + 11 2(ty)
D?R(€) - (£C,€C) = znya(ty) + 2(ty) T Prz(ty).

(42)
(43)

With the descent direction ¢; in hand, local trajectories of
the form & = P(& exp(y¢;)) are used in a backtracking
“line” search on the trajectory manifold to obtain a
suitable descent increment.

4. COVARIANT DERIVATIVES OF A MAP

In Saccon et al. (2010), we introduced the concept of the
second geometric derivative of a map between manifolds
endowed each with an affine connection. This mathemat-
ical object is a key ingredient in the projection operator
approach as it is used in obtaining a local quadratic ap-
proximation of a given optimal control problem.

We later discovered and reported in Saccon et al. (2013)
that this type of derivation of a map between differentiable
manifolds is a special case of covariant differentiation of
two-point tensor fields. Two-point tensor fields (sometimes
also called double tensor fields) are not commonly encoun-
tered in standard differential and Riemannian geometry
textbooks. They can be found in advanced continuum
mechanics, quantum physics, and differential geometry
applications and are natural generalization of vector fields
and one forms over maps. An introduction to double tensor
fields can be found in Ericksen (1960) and Marsden and
Hughes (1983).

In Saccon et al. (2010), we also pointed out that the sec-
ond covariant derivative of a map between two manifolds
seemed to somehow be related to the classical concept of
second fundamental form associated with an isometric em-
bedding in the context of Riemannian geometry. We have
recently discovered that in fact this intuition is correct.
The second covariant derivative is indeed equivalent to
the classical concept of second fundamental form of Rie-
mannian geometry and can be extended to arbitrary maps
between Riemannian manifolds, where it is usually referred
to as second fundamental form of a map. According to
Vilms (1970), the definition of the second fundamental
form of a map is due to Eells and Sampson (1964), where
it was used to generalize the concept of harmonic function
by introducing the concept of harmonic map.

The key properties of the second fundamental form of a
map have been detailed in Vilms (1970) and Eells and
Lemaire (1978). For example, in Vilms (1970), a map
with vanishing second covariant derivative is shown to
be totally geodesic, characterized by the property that it
carries geodesics to geodesics.

Some of the properties discussed in Vilms (1970) and Eells
and Lemaire (1978) do not rely on the existence of a metric
(on the domain and codomain manifolds) and therefore
hold in general for the second covariant derivative of a
map. When a set of local coordinates is chosen, one can use
the explicit expression of the second covariant derivative
of a map in terms of the Christoffel symbols associated
to the connections as given in Section 3 of Eells and
Lemaire (1978). Let ¢ : M — N be a twice differentiable
mapping between smooth manifolds M and N endowed
with affine connections with Christoffel symbols denoted
by MFZ, i, 7, ke {1,2,...,dim M} and NFQB, , B, v €
{1,2,...,dim N}. Then, the second covariant derivative of
the map (b is given component-wise by

(D%¢ - (ei,e5))"
_ a2¢'y gk 097 AP NF’Y 3¢a 3¢ﬁ
0xi0xI e B yi Oxd

In Section 1 of Vilms (1970), it is further proven that the
skew-symmetric part of the second covariant derivative of

(44)



a map depends only on the torsion of the two connections.
This latter results allows one to conclude that if both
manifolds are endowed with symmetric connections, then
the second covariant derivative is symmetric. This result is
contained in Vilms (1970), of which we were not aware at
the time we wrote Saccon et al. (2010), justifies the use of
the torsion-free Cartan-Schouten (0) connection in Saccon
et al. (2010) to obtain symmetric expressions for the local
quadratic approximation of the optimal control problem.

5. AFFINE COMBINATION OF CONNECTIONS

Recall that the expression for computing the second covari-
ant derivative of a map (1) makes explicit use of parallel
displacement. When using the Cartan-Schouten (0) con-
nection in Saccon et al. (2010), we erroneously indicated
that its parallel displacement was path independent and
given by

(45)

with v : R = G a curve on the Lie group G, xz¢g = (to),
x1 = 7y(t1), and vo € Ty, G. The use of (45) in computing
the second covariant derivative of a map relative to the
(0) Cartan-Schouten connection is however justifiable (and
also extremely useful!) since (45) is in fact a first order
approximation of the path dependent parallel displacement
of the (0) connection. Examining (1), it is clear that a first
order (in time) approximation of the parallel transport is
sufficient for computing the second covariant derivative.

1
t1+t —1 —1
P71 Ovp = 5(551170 Vo + Vo $1),

Hereafter, we formally justify why (45) provides a valid
first order approximate expression. We show that this
follows from a more general result involving an affine com-
bination of affine connections. The approximate expression
(45) was presented as an approximation already in Saccon
et al. (2013), although without the detailed and explicit
justification that we now provide.

An affine combination is a linear combination where the
coefficients sum to one. While a linear combination of
connections is not necessarily a connection, an affine
combination always is (Lee, 1997). The key is that the
required product rule is not satisfied when the combination
is not affine. The following proposition provides a tool for
approximating the parallel displacement for a connection
that is an affine combination of connections in terms of
the parallel displacements of the constituent connections.
To the best of our knowledge, this result is new.

Proposition 5.1. Let 'V and 2V be affine connections
on a smooth manifold M, with corresponding parallel
displacements ! P and 2P, and define

Vi=a;'V+a?V (46)
with a; + ag = 1. Then, V is a connection on M and the
corresponding parallel displacement P satisfies

Py, =
(041 lptvlkto —+ o 2P§yl(7t0)V0 + O(tl - tO)v (47)
for any Vo € T4,y M with v a smooth curve on M. (Here

o(+) is the Landau symbol indicating that the remainder is
‘little-oh’ in &1 — to.)

Proof: Given a set of local coordinates %, i € {1,2,...,n},
the covariant derivative of a vector field Y = Yi% in the

direction of a vector X = Xia%i is given by (Lee, 1997)

15) S A 0
VxY = (S5 X7+ T3 X0YR) = 18
X oxJ L ox’ (48)
The parallel displacement of the vector Vj along the
curve v is the unique vector field V : R — TM along
v satisfying V(ty) = Vo and whose covariant derivative
is identically zero, D;V = 0. (This latter condition is
sometimes also written, with a slight abuse of notation,
V4V = 0.) In coordinates, with V(t) = Vl(t)%, the
covariant derivative D,V is given by
. . o 0
DV)(B) = (V(0) + D)@ VA ) 7
where F; . are the Christoffel symbols associated with the
connection V. The condition D;V = 0 for parallel displace-
ment thus gives the set of linear differential equations
d . , y
V' () = -T50 ()7 (OVE(t)
— ALG,AW) VR, e {1,2,..n} (49)
Linearity with respect to 4(t) confirms that the parallel
displacement is independent of the particular parametriza-
tion of the curve . In matrix form, (49) becomes

o(t) = A(t)v(t), (50)
where the column vector v(t) = (V1; V2 ...; V?)(t) is the
vector representation of V'(t) € T',;)M in the chosen coor-
dinate basis, with ; denoting row concatenation, and A(t)
the matrix with entries A% (y(t),7(t)), i, j € {1,2,...,n}.
The solution of (50) with initial condition v(tg) = vy (the
coordinate representation of Vj) admits the expansion

’U(t) =g + (f — to)A(tQ)’UQ + O(t - to), (51)

providing a first order approximation to Pfft“ Vb in local
coordinates.

Let '4 and 24 denote the time-varying matrices associated
with 'V and 2V, respectively, for a given set of local
coordinates and a given curve v as done in (49) above.
Using (48) in the computation of covariant derivatives with
V given by the affine combination (46), we find that V is
indeed a connection and its Christoffel symbols are given
by _ , _
F}k = 1 IF;k + 9 QF}k,
so that, by (49),
A(t) = ag YA(t) + ao 2A(t). (52)
Also, note that V can satisfy (48) only if oy + ag =1
since otherwise the first term on the right hand side is not
obtained. Using (52) in the local expression (51) for the
parallel displacement associated with V and noting that
the parallel displacements for !V and 2V also satisfy (51),
ie.,
YW(t) = v + (t — to) *A(to)vo + o(t — to),
Z(t) = vo + (t — to) 2A(to)vg + o(t — to),
we conclude that (47) holds. O

An important application of this result is in the computa-
tion of the second covariant derivative of a map between
manifolds using (1). In that expression, we take the limit
as t; — to with to fixed. Note however, that in one of
the two parallel displacements employed, the varying t; is
playing the role of the initial time. In this case, and as seen
in (1), the argument of the parallel transport is in fact a
vector field along « rather than a fixed vector as indicated
in the proposition.



Although the above result has been given for an affine com-
bination of only two connections, it is easily generalized to
an arbitrary finite number of connections.

The following corollary specializes the result to the parallel
displacement with respect to the (0)-connection on Lie
groups.
Corollary 5.2. Given a Lie group G and a smooth curve y
in G, the parallel displacement P of a tangent vector v
along 7 using the Cartan-Schouten (0)-connection satisfies
1 _ _
OP?HOUO =3 (7170 Ywo +v0 g 171) +o(t1 — to)
with v1 = y(t1), 70 = v(to), and v € T,,G.

Proof: Denote the (4), (—), and (0) affine connections as
TV, ~V, and °V, respectively. Likewise, we use TP, ~P,
and YP for the associated parallel displacements.

The (+) and (—) Cartan-Schouten connections are flat
and their path-independent parallel displacements satisfy
(Mahony and Manton, 2002), respectively,

+ pti+t _ —1
P00 =007y '

Vo = Y1% Yvo
with v0, 71, and vy defined as in the statement of the
corollary. Since the (0) affine connection satisfies

OV =(1/2) "V +(1/2) TV
the result follows immediately from Proposition 5.1. [

— t1<to
P'Y

6. CONCLUSION

In this paper, we have provided a detailed discussion of
the second covariant derivative of a map and its use in
geometric optimal control calculations. Special care has
been taken to fill in some of the historical holes that have
been missing in our work to date. A detailed cheat sheet
of the calculations needed to implement the projection
operator on Lie groups have been compiled, exploiting
in particular an efficient new operator notation. We have
presented a new result providing a useful approximation
for the parallel displacement of a connection that is an
affine combination of connections for which the parallel
displacements are known. This approximation is of special
use in the calculation of the second covariant derivative of
a map between Lie groups endowed with the symmetric
Cartan-Schouten (0) connection. Together, the results de-
scribed here provide a significant enabling technology for
the numerical solution of optimal control problems on Lie
groups. We believe that they can provide an interesting
bridge between differential geometry and geometric opti-
mal control.

7. ACKNOWLEDGEMENT

We would like to thank Robert Mahony and Jochen
Trumpf for introducing us to the efficient operator ap-
proach and notation that has helped us in understanding
and exposing these results.

We would also like to express our sincere gratitude to
Anténio M. Pascoal for his constant support, enthusiasm,
and encouragement for our research. It is an honor to
be amongst his collaborators and a privilege to enjoy his
friendship.

REFERENCES

Anderson, B.D.O. and Moore, J.B. (1989). Optimal Con-
trol: Linear Quadratic Methods. Prentice-Hall.

Bryson, A.E. and Ho, Y.C. (1969). Applied Optimal Con-
trol - Optimization, Estimation, and Control. Blaisdell
Publishing Company.

Eells, J. and Lemaire, L. (1978). A report on harmonic
maps. Bulletin of the London mathematical society,
10(1978), 1-68.

Eells, J. and Sampson, J.H. (1964). Harmonic mappings
of Riemannian manifolds. American Journal of Mathe-
matics, 86(1), 109-160.

Ericksen, J.K. (1960). Tensor Fields. In Fliigge (ed.),
Appendiz to the Classical Field theories by C. Truesdell
and R.A.Toupin in wvol. III/1 of the Encyclopedia of
Physics, 794-850. Springer-Verlag, Berlin.

Hauser, J. and Meyer, D.G. (1998). The Trajectory
Manifold of a Nonlinear Control System. In 37th IEEE
Conference of Decision and Control (CDC), volume 1,
1034-1039.

Hauser, J. (2002). A Projection Operator Approach to the
Optimization of Trajectory Functionals. In Proceedings
of the 15th IFAC World Congress. Barcelona, Spain.

Hauser, J. (2003). On the Computation of Optimal State
Transfers with application to the Control of Quantum
Spin Systems’. In Proceedings of the American Control
Conference (ACC), 2169-2174. Denver, CO.

Hauser, J. and Saccon, A. (2006). A Barrier Function
Method for the Optimization of Trajectory Functionals
with Constraints. In Proceedings of the 45th IEEE
Conference on Decision and Control, 864-869. IEEE.

Lee, J.M. (1997). Riemannian manifolds: an introduction
to curvature. Springer, New York.

Mahony, R. and Manton, J.H. (2002). The Geometry of the
Newton Method on Non-Compact Lie Groups. Journal
of Global Optimization, 309-327.

Marsden, J.E. and Hughes, T.J.R. (1983). Mathematical
Foundations of FElasticity. Prentice-Hall.

Nocedal, J. and Wright, S.J. (2006). Numerical Optimiza-
tion. 2nd edition.

Saccon, A., Aguiar, A.P., Hausler, A.J., Hauser, J., and
Pascoal, A.M. (2012). Constrained Motion Planning for
Multiple Vehicles on SE(3). In IEEE Conference on
Decision and Control (CDC), 3.

Saccon, A., Aguiar, A.P., and Hauser, J. (2011a). Lie
Group Projection Operator Approach: Optimal Control
on T SO(3). In Proceedings of the 50th IEEE Conference
on Decision and Control and European Control Confer-
ence (CDC-ECC), 6973-6978. Orlando, FL, USA.

Saccon, A., Hauser, J., and Aguiar, A.P. (2010). Optimal
Control on Non-Compact Lie Groups: A Projection
Operator Approach. In 49th IEEE Conference on
Decision and Control (CDC), 7111-7116. IEEE.

Saccon, A., Hauser, J., and Aguiar, A.P. (2013). Opti-
mal Control on Lie Groups: The Projection Operator
Approach. [EEE Transactions on Automatic Control
(TAC), in press (available online).

Saccon, A., Hauser, J., and Aguiar, A. (2011b). Opti-
mal Control on Lie Groups: Implementation Details of
the Projection Operator Approach. In IFAC World
Congress, 14567-14572.

Vilms, J. (1970). Totally geodesic maps.
Differential Geometry, 4, 73-79.

Journal of



