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Abstract—This paper addresses the problem of time-
coordination of a team of cooperating multirotor unmanned
aerial vehicles that exchange information over a supportig
time-varying network. A distributed control law is developed to
ensure that the vehicles meet the desired temporal assignmis
of the mission, while flying along predefined collision-free
paths, even in the presence of faulty communication netwosk
temporary link losses, and switching topologies. In this pper the
coordination task is solved by reaching consensus on a sulitly
defined coordination state. Conditions are derived under with
the coordination errors converge to a neighborhood of zero.
Simulation and flight test results are presented to validatethe
theoretical findings.

Note to Practitioners—This paper presents an approach which
enables a fleet of multirotor UAVs to follow a set of desired
trajectories and coordinate along them, thus satisfying secific
spatial and temporal assignments. The proposed solution nabe
employed in applications in which multiple vehicles are taked
to execute cooperative, collision-free maneuvers, and amoplish
a common goal in a safely manner. An example is sequential
monitoring, in which the UAVs have to visit and monitor a
set of points of interest, while maintaining a desired tempral
separation between each other. In this paper we also simulat
a scenario in which the vehicles, positioned in a square room
are required to exchange position with each other. It is show
that the proposed control algorithm not only ensures that tre
UAVs arrive at the final destinations at the same time, but ale
guarantees safety, i.e. the vehicles avoid collision wittaeh other
at all times.

Index Terms—Time-coordinated path following, consensus al-
gorithms, networked systems.

I. INTRODUCTION

practical standpoint, with far reaching implications ini-sc
entific and commercial mission scenarios. For this reas

in recent years the topic has been the subject of cons}

erable research and development effort, especially inger
of control and communication technologies. Relevant wo
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OOPERATION among multiple unmanned vehicles i
an extremely challenging topic from a theoretical and

Fig. 1. Two quadrotors following two trajectories of diféait lengths while
coordinating along ther-axis. A video of the flight test is available at
https://www.youtube.com/watch?v=izXmgetsBYw

includes spacecraft formation flyind]f 3], UAV control [4],

[5], coordinated control of land robot§]F[8], and control of
multiple autonomous underwater vehicléed, [ 10]. Research
on cooperative flight of multirotor teams is particularly-ex
tensive (seed], [3], [11]-[1€] and references therein). In this
context, the literature is mainly divided into two cate@sri
centralizedand decentralizedcooperative control. In the first
case, each vehicle is driven along its own predefined time-
dependent trajectory, provided by a central unit (corgrdll

In the latter, each UAV runs its own guidance, navigation,
and control algorithms, and is thus able to autonomouslgtrea
to the behavior of other vehicles and/or unforeseen events t
safely reach a mutual goal f]-[2(]. In the context of small
multirotor UAVs (often featuring CPUs with relatively srhal
capabilities) ahybrid (mix of centralized and decentralized)
control can be applied to significantly reduce the excharige o
fhformation between the central controller and the UAVs.

However, performance of decentralized and hybrid coopera-

&'H/e controllers depends on the ability of the fleet to exdsan

ratormation in a timely and reliable manner. Therefore, the
uality of service of the supporting communication network
ays a crucial role. As pointed out in2]], [27], in many
scenarios the flow of information among vehicles may be
severely restricted, either for security reasons or becads
tight bandwidth limitations. As a consequence, no vehicky m
be able to communicate with the entire fleet, and the amount
of information that can be exchanged may be limited.
Motivated by previous results obtained by the same authors
[23), this paper addresses the problem of coordinating a fleet of
multirotor UAVs in the presence of communication constisin
In particular, the cooperative missions considered regjhat
each vehicle follow a feasible collision-free path, andttha
all vehicles arrive at their respective final destinatiohsha


https://www.youtube.com/watch?v=izXmgetsBYw

same time, or at different times so as to meet a desired Vehicle 7 @, d, R
inter-vehicle schedule. A simple example of coordination 2ai () —‘
between two quadrotors is shown in Figuie where the a.i(vi)
vehicles are required to follow two paths of different lemgt Fas() N W (5
while coordinating along the-axis. In this paper we aim at f

T . . . . REFERENCE - S .
providing a solution which —differently from other works in GENERATION i i“”ﬂ
the literature P], [3], [8], [15], [16]— tackles the problem of i —14 e
decentralized cooperative control with time-varying comm i %, 7y
nication networks through a Lyapunov-based approach, thus
providing rigorous performance bounds as a function of the v Vi, ViEN;
quality of service of the communication network. Moreover, | COMMUNICATION NETWORK

we address the problem of non-ideal tracking performance of
the UAV_S* by showmg that the time-coordination guaranteg%. 2. Cooperative Path-Following of Multiple Multiro®rover Time-
are retained even when the UAV does not converge —bwkying Networks. General Framework. Control Blocks antkdaction Be-
remains close— to the desired position. tween Them.

The present paper dgparts from_prewous resu_lts Obta"}ﬁ(as achieving vehicles’ coordination. It is shown that the
by the research group in cooperative path-following cdntrg

in a fundamental way. InZ3 the authors presented path_solu'uon to the time-coordination problem exhibits guaeaual

- . e . gerformance in the presence of time-varying communication
following® and time-coordination algorithms that enable ) L
networks, that arise due to temporary loss of communication

fleet of fixed-wing UAVs to follow predefined spatial path§i ks and switching communication topologies
ar_ld synchronize_ alo_ng them. One of the main benefits Othis paper is organized as follows: in Se(;tidnwe in-
th|s framework “e.s in the fact that the speed of the.V%Foduce the general framework adopted; in Sectibnwe
hicles can be adjusted online to synchronize the veh|cl%séscribe the time-coordination problem by giving a suitabl

as opposed to t_he poordmatg d trajectory-.tracklng approascet of coordination variables and a set of assumptions that
where the coordination task is solved offline, and thus th

. . ifie communication network must satisf ; in Sectidh we
control algorithm cannot adapt to external disturbances olf y

) ) : . ormulate the main results of this paper; simulation resate
vehicles’ tracking errors. In73], the path-following controller . d in Sectiol. while fliaht test results are shown in
is designed so as to align the velocity vector of the UAV wit Iscusse .|n_ Y © 19 . .

. . . ectionVI; finally, in SectionVIl the main conclusions are
the local tangent vector of the desired path, and it relies gn ted
the assumption that the speed of the vehicle is lower bound%rgsen '
by a positive constant?[3, Equation (9)]. On the other hand,
time-coordination is achieved by varying the speed of theIn this section, a general framework for cooperative path-
vehicles involved in the mission. One of the key steps ifollowing control of multirotors is introduced. The genkra
the approach proposed ifq] lies in the design of the path- framework builds on the approach to multi-vehicle coopeeat
following solution (see 13, Section 1V]), which significantly control presented in previous work].
reduces the complexity of the problem at hand by reducingGiven a multi-vehicle cooperative mission, teajectory-
the coordination dynamics te simple integrators, where is  generationalgorithm produces a set of feasible spatial paths
the number of UAVs. However, while’[] offers an appealing in 3D space together with a set of feasible speed profiles. A
solution for the cooperative control of fixed-wing UAVs, itpath-following controller allows each vehicle to converge to
cannot be employed when dealing with unmanned vehiclasd follow its assigned path with the desired speed profile.
that allow the existence of zero velocity vectors (e.g. UAVA time-coordinationcontrol algorithm adjusts (indirectly) the
who can hover, such as multirotors). This limitation ma@gh progression of each vehicle along the path in order to aehiev
us to reformulate the coordination problem in a differenywainter-vehicle coordination. Figurg presents the architecture.
The goal of this paper is to provide a new solution to thAs mentioned earlier, this paper focuses on the problem of
time-coordination problem which is more general, and can tisme-coordination. However, for the clarity of presentatiin
applied to a broader set of vehicles with different dynamiics this section we briefly describe thmjectory-generatiorand
the approach proposed here, thath-followingand thetime-  the path-followingproblems. For further details, the reader is
coordination problems are decoupled. At the path-followingeferred to P6]-[28], where the authors tackle the trajectory-
level, we assume that a control law capable of steeringganeration and path-following problems.
multirotor along its assigned path is given. At the time- ) )
coordination level, the synchronization problem is solbgd A- Trajectory Generation
adjusting a new set of suitably defined coordination vaeapl At the trajectory-generation level, the objective is torpta

1 o . . set of desired collision-free trajectories, which mustraeked

Path-following: the underlying assumption in the patHeiwing approach . . . . .
is that the path-following controller enables the vehidddllow a geometric by the vehicles. The algomhm can be summarized in two main
path, independently of the temporal assignments of theionisShis approach Steps:

is thus in contrast to trajectory-tracking control, whehe tobjective is to a) first, atrajectory-generatioralgorithm produces a set of fea-
follow a predefined trajectory with a given timing law4]. Therefore, in

path-following control one can exploit the progressiontwf tlesired reference sible geometric p‘?‘ths together with desired.speed .proﬁlgas.
along the given path to achieve other objectives. problem at hand is to generate a seto3D time-trajectories

II. GENERAL FRAMEWORK



that together minimize a given cost function (e.g. overalliq;(t)| is limited to the physical speed constraints of the
energy spent or time to maneuver), do not violate dynamiehicle:
constraints of the vehicles, ensure that the vehicles @iaiat Vimin < [|24.:(1)]] < vimax-

predefined spatial clearance, and satisfy pre-specifiesionis

specific constraints. Given a cooperative mission of istere?SiNg ©), these speed constraints result in the following

involving n vehicles, the problem of trajectory-generation caffeaualities:

be formally stateo_l as follows: _ _ A min Ud, min > Vi.min (62)
Problem 1 (Trajectory-Generation Problenfjind a set of . - (6b)
n 3D time-trajectories:q; : (0,1 ] = R®, i € {1,..., n}, Vi, maxVd;,max = s,max-
conveniently — parameterized by a single timeEquations §g) and Eb) relate the limits of the desired speed
variablety € [0,¢7 ], t7; > 0, satisfying: profile 2/, ;(t4) to the limits of ¥, (t).
o dynamic constraints: Similar limits can be derived for the acceleration profile
, Zq.(t). In fact, differentiating Equatiorb}, and imposing the
0 < vimin < Vazmin < ||2,i(ta)l] < va; max < Ui’ma)((]’.a) following upper bound on the required acceleration

||xiilyl(td)|| < ad;,max < ,max, de’l(t)” < @imax;

(1b)  we get similar inequalities a$) for the acceleration ang (¢):

wherez/, ,(t4) andz’ ,(tq) are the desired linear speed
and acceleration aitd and v; min, Vi max and a; max are
the dynamic constraints of theth vehicle (minimum Equation {) relates the limits of the desired speed and
and maximum speed and maximum absolute value of theceleration profiles), ;(t4) andz}; ;(t4) to the limits of4;(t)
acceleration, respectively); and~#; (¢). '

o simultaneous arrival at predefined destinations:

Hi,max Vd; max 1 '.Yzz,max adi,max| < @ max- (7)

B. 3D Path Following

tzi:tj;j:t:; for i,5=1,2,...,n; (2) ] . ]
' - In what follows, we briefly describe the path-following

« temporal separation between the paths: problem and define a set of variables and assumptions which
. 2 2 . will be used later in SectiorlV. Let Z denote an inertial
. _ . > . -
i,j?l{?.,n”xdﬂ(td) vaj(ta)ll” 2 E7, Vta €0,15].  (3) reference frame, and let;(t) € R® be the position of the
73 center-of-mass of theé-th multirotor in this inertial frame,

O resolved inZ. Also, let B; = {by, bs, b3} denote the body
b) second, given the geometric curvg;(t;) defined above, frame with its origin located at the center of mass of tth
and letting thevirtual time be multirotor; vectorbs is the normal to the plane defined by the
. . centers of the rotors —pointing upwards in non-invertedhthg
¥ RT = [0,43], Vi=1, .. n, ) while vectorsh; andb, lie in this plane, withb; pointing out
we express the desired position of tih UAV at time ¢ the nose and, completing the right-hand system. Recall that
asx4,;(yi(t)). In this formulation, the virtual timey,;(¢) is a Za,i(7i(t)) is the desired position of theth vehicle at time
function that maps actual (clock) timeto mission planning ¢- We define the position error vector as
time ¢4. We notice that, ify;(¢) = 1, then the commanded
speed coincides with the speed profile chosen at the atep
(i.e.4; = 1 implies that the mission is executed at the desireghd the velocity error vector as
pace). On the other hand; > 1 (¥; < 1) implies a faster
(slower) execution of the mission. As will become cleariate
on, we explicitely control the dynamics of(t) (actually its  adgitionally, motivated by 29, we define the error
second derivativey;(t)) and use them as an extra degree-of-
freedom to achieve time-coordination. Therefore, sifice) is ep; = 1 (R;iRi _ RiTRdJ)V ’ (10)
governed by some control law (yet to be defined), the dynamic ' 2 "
constraints on the speed and acceleration of the vehicle,vdgere ()" : s0(3) — R? is the vee mapdefined in P9
well as the bounds given in§ and (Lb) must be considered mapping the non-zero entries of a skew-symmetric matrix
in order to derive feasibility limits or;(t) and¥;(¢). These into a three-dimensional vectof}; € SO(3) is the rotation
limits can be determined by deriving the following expressi matrix from the body-fixed framé; to the inertial framez;
R, € SO(3) represents the desired attitude of thtéh mul-
Joas()] = | 2200

= ||} ;(ta)3%(t)]| ,  (5) tirotor with respect to the inertial frame and is defined as
a function of the position and velocity error vectoss, ;

where &4,(t) = d(zq,:(7:(t)))/dt denotes the commandedand e, ; [29. With the above notation, we define the path-

speed profile to be tracked by the UAV at tinte while following generalized error vector

xy (ta) = drai(7y:)/dv: represents the speed profile gen-

.
erated by the trajectory-generation algorith@d][ Hence, Tpr; = e;i, eL, e}gyi} €RY. (11)

€ri =4 —T; € Rg (8)

€y,i = i‘dJ' —x; € R3 . (9)

dzai(7:) dvi




The dynamics of the-th vehicle’s path-following error vector A. Definition of the Time-Coordination Objective

can be modeled as Recall from Sectioril that the desired position assigned to

. o the i-th vehicle at timet is given byxq ;(v:(t)), wherexg ;(-)
&pri = fi(@Pra; Wi Vi, ¥i i) 12) s the geometric path produced by the trajectory-generatio
algorithm, and the path parametey(¢) is the virtual time

. ) . ) defined in ). As it will become clear later, the virtual time
the path-following control input vector. Finallyy;(¢), (%)

4% (t b dered K ‘ a‘nd its first time derivative play a crucial role in the time-
an %.( ) can be considered as (. nown) E€X0genous SIgNA3 . dination problem. In fact, since the desired path asslg
(as will become clear latery;(t),:(t) and %;(¢t) play a

. ) ) A ) . t h vehicle i terized fy(t), that if
crucial role in the time-coordination problem, with(¢) being 0 each vehicle is parameterized by(t), we say that |
the cqordination control input). With.this notation, thetlpa vi(t) —yj(t) =0, Vi,je{l,...,n}, i#j, (15)
following control problem can be defined as follows: _ _ _
Problem 2 (Path-Following ProblemAssume that a given then, at timet, all the vehicles are coordinated. Moreover, as
i-th multirotor UAV is equipped with a trajectory-generatio alréady discussed in Sectioh if

where f;(-) is a general nonlinear vector map angdt) is

a}lgorithm that soIve; Problefn A_ssume that the time deriva- 4i)—1=0,Yie{1,....,n}, (16)
tives of z4,(7:(t)) (i.e. the desired reference at timg are
bounded as follows then the desired speed at which the vehicles are required to

converge, is equal to the desired speed profile established a
0 < vimin < ||Za,i(0)]] < vimax ||Za:(t)]] < aimax, (13) the trajectory-generation level. Thus, Equatiohs) (and (L6)
capture the objective of vehicle coordination, and a cdntro
for all ¢ > 0. The objective is to determine a control law follaw for 4i(t) must be formulated to ensure convergence to
u;(t) such that the generalized path-following error vectqhis equilibrium.

zpr,(t), with the dynamics described i), converges to

a neighborhood of zero. _ B. Communication Network: Assumptions
In [2€] the authors formulate path-following control laws such To achieve the time-coordination objective, information

that the path-following error converges exponentially éoaz : .
o . . must be exchanged among the vehicles over a supporting
Furthermore, it is proven that, in the presence of non-ideal - . .
X . communication network. Using tools from algebraic graph
performance of an onboard inner-loop autopilot, the cdietro . .
o . theory, we can model the information flow as well as the
exhibits uniformly bounded performance. In other wordg, thconstraints imposed by the communication topolo The
controller u;(¢) in [28] implies that there exists a positive P Y pology.

. B reader is referred to3[l] for key concepts and details on
constant, and for every: € (0, ¢), there existy = p(a) > 0 algebraic graph theory,

such that Let L(t) € R™*™ be the Laplacian of the graph'(t).
Let @, € R"=Dx" pe a matrix such that), 1, =0 and
0)]| < Hil<p Vt>0 14 n ) . nen
With zpp — [x;m’ o 7x;F7n]r € R [30]. components are all.

Remark 1:Notice that, in light of the argument made Ijemark 2T:Wf ?otlce that; afmatrg@k Sat'.Sfy:nngfl’ilz 0_
in Section II-A, the bounds given in1Q) are satisfied if & @r(@k)" = Ir—1 can be found recursively as follows:

inequalities 6) and (7) hold. The latter inequalities depend on [k—1 1 T
Qk - [ k ‘| )

. . . . 1
the dynamic constraints imposed on the generated trajector k(k—1) k=1
(i.e. v4, min , va, max @nd aq, max iNtroduced in {)), as well as 0 Qr—1
on the dynamics of;(¢) (recall thaty;(¢) will be used later at

: S . . . with initial condition = [ o5 —75|. For simplicity, from
the time-coordination level). For this reason, in the Apigrn A @2 = [ 73 .ﬁ] plctty, Ir
. . . now on we letQ = @,, wheren is the number of vehicles
we show that the control law, which goverfs(t), and its . . ; S
involved in the cooperative mission. O

time integral¥;(¢), are limited within certain bounds, so th

at_. - 3 A T (n=1)x(n—1) (;
inequalities 6) and (7) are always satisfied. O tFmaIIy, define L(t) = QL(H)Q" €R (it can be

shown thatL(t) has the same spectrum as the Lapladiéh
without the eigenvalue\; = 0 corresponding to the eigen-
I1l. TIME-COORDINATION: PROBLEM FORMULATION vector 1,,). Given the above notation, we can formulate the
following assumptions:

We now address the time-coordination problem of a ﬂeetAssumption 1:The i-th UAV communicates only with a
of n multirotor UAVs. As already mentioned earlier, thi%eighboring set of vehicles, denoted hy(t).

problem will be solved by adjusting —for each vehicle— the assumption 2:The communication between two UAVs is
second derivative of the parameterizing variaplg). In what  pigirectional with no time delays.

follows, we first define the objective of time-coordination; Assumption 3Matrix L(t) satisfies the (normalized) per-
second, we formulate a set of assumptions on the SUpp%ﬁE'tency of excitation (PE)-like assumptiote]:
ing communication network; finally, we introduce the time-

t+T

coordination error states and give a formal statement of the 1 -
— >
problem at hand. T ), L(r)dr > plp-1, (17)



where the parameter§ > 0 and p € (0,1] represent a first term (i.e. —bz) allows the UAVs to converge to the
measure of the level of connectivity of the communicatiodesired speed profile (convergence to the equilibrium given
graph. Note that € (0, 1] follows from the fact that|L|| <n in Equation (6)). The second term (i.e-aL~y) ensures that
[34]. the desired position of each UAV satisfies the coordination

Remark 3:We note that the PE-like conditiodT) requires requirement introduced in Equatiod5) (i.e. the UAVs are
the communication grapli'(¢) to be connected only in ansynchronized at time). Finally, the third term (i.ea(zpr))
integral sense, not pointwise in time. As a matter of faat, tldepends on the path-following error. By virtue of the path-
graph may be disconnected during some interval of time following dependent term , if for example one vehicle is away
may even fail to be connected at all times. In this sensepm the desired position|é..|| # 0 ), then the other vehicles
it is general enough to capture packet dropouts, loss iofolved in the cooperative mission adjust their speedsa(sl
communication, and switching topologies. 0 down or speed up) to maintain coordination. This point will
become clear in the Simulation Results section.

The following theorem summarizes the main result of this
paper.

Theorem 1:Consider a set of multirotor UAVs equipped
with a trajectory-generation algorithm that solves Proble
£(t) = Qy(t) e R L, (18) 1. Assume there exists a path-following controller which
2(t) = 4(t) — 1, cR". (19) g_uarar_wtees that the path-followmg error satisfies _the_ toun

given in (14) for any desired reference, ;(v;(t)) satisfying
From the definition ofQ) it follows that, if {(¢) = 0,,_1, then (13). Assume that the vehicles communicate over a network
vi—v; =0, Vi, j € {1,...,n}. Furthermore, convergence ofsatisfying the PE-like assumptiori®), and let the time-
z(t) to zero implies that the individual coordination varicoordination error vectorrc = [¢7,27]T at timet = 0
ables~;(t) evolve at the desired rate 1. and the path-following performance boupdintroduced in

With the above notation, the time-coordination problem caProblem2, satisfy
now be defined as follows: | — Dimin

Problen_1 3 (Tlme-Coor(_jlnatlon _Problem)’;onmder a se_t max (||zrc (0)|], p) < min( Vdmin
of n multirotor UAVs equipped with a trajectory-generation (k1 + K2)

C. Time-Coordination Problem

Lety(t) = [v1(),...,v.(t)] T, and define the coordination
error vectors as

algorithm that solves Problef) and a path-following control o pr—

law that solves Problerd for any desired reference; ;(vi(t)) e =1\ G 1 Gimax — P max@d,max
satisfying (L3). Then, the objective of time-coordination is to (k1 +K2) (K14 k2) ~ Vamax(br1 + brg + 1)
design feedback control laws féy;(¢) for all vehicles such (21)

that the time-coordination error vectaf&) andz(¢), defined
in (18) and (L9) respectively, converge to a neighborhood ofvhere x; and x, are some positive constants defined in
zero, and such that inequalitied) @nd (7) are not violateddD Equations 84) and @5). Finally, let 5(¢) be governed by
(20). Then, there exist control gaing b, and 6 such that
IV. MAIN RESULT the time-coordination is uniformly bounded. In particyldre
To solve the time-coordination problem, we let the evolutiotime-coordination error satisfies
of v;(t) be given by

Hi==b(i—1) —a Y (vi—7) - ailzpr),
JEN; with

’71(0) = 07 71(0) = 1? _
Ao <, M E

|z (|| < kallere (0)|le™ 7 + w2 sup(||zpr(1)]]) . (22)
t>0

a nu
- .. . . DT+ anT)2 " (23)
wherea andb are positive coordination control gains, while (14 gnT)

ai(xpr,) is defined as Remark 5:Notice that the maximum convergence rate

_ Fai(t) ew is obtained when the control gainsandb satisfy
ai(xPF,i) T TR
()] + 0 a_ 1 (24)
with § being a positive design parameter. The dynamics of b nT’
7(t) can be written in compact form as Substituting £4) in (23), one obtains
;j/ =—bz — aL’}/ - @(xPF) ) 7(0) = Op, ’7(0) =1n, (20) max(ﬁA) — LQ ,
a,b>0 4T

where . .

. - 0 i.e. the rate of convergence depends on the quality of the

TpF = [Tpp1,-- > Tppm) eR™, network only.
a(zpr) = [a1(zpra),. .. ,dn(:va,n)]T cR". Corollary 1: If the path-following error converges exponen-

o ) ) . tially fast to zero with some positive rate of convergenge-:
Remark 4:The coordination control law given in Equation

(20) comprises of three terms. The contribution given by the l|zprt)|| < kpr||zpr(0)]le PFt,



then the time-coordination error converges to zero asvi@io 2,3,5 and7 slow down (see Figuréb and4c) until, at time
sppirre, U~ 2s, coordination is achieved. Figudeshows convergence

= —Arct | = — . . . .
lzrc @ < Rillzrc(0)|le™ 7 +Ez||lzpr(0)|[e ? (255 of the virtual times to the same increasing value.

with positive constants; andz, defined in Equation41). [

Proof. The proofs of Theorem and Corollaryl are given in . i o ]
the Appendix. 0 The same experiment is repeated, but in this case, to simu-

Remark 6:We notice that if the desired trajectorieg;(-) 'ate switching topologies, we let UAvand UAVj communi-
satisfy the temporal separation requirement, i.e. Eqnagp Cate with each other at time> 0 only if [[z;(t) — z;(#)|| <
then the result given in Theorerh ensures inter-vehicle 20m . Figure5 depicts an estimate of the quality of service of
collision avoidance. In fact, upon knowledge(6f the quality the network computed as
of service of the communication network (i.e.and 7' in 11 [t _

Equation (7)) and (ii) the performance of the given path- fi(t) = Amin (ET/ L(T)dT) , 2T,
following controller (see Equatiorif)), one can choosé in , = . i
Equation B) large enough so as to guarantee that the vehicl¥dh 7 = 8 andT" = 1s. As can be seen in the figure, the

B. Non-ideal Communication - Ideal Path-Following

will never collide throughout the mission. estimate of the quality of service is highest aroung 4 —
5s, when the vehicles are positioned around the center of the
V. SIMULATION RESULTS room, thus all close to each other. On the other hand, the

8Iue is smaller at the begin and end of the mission, when
in which eight quadrotor UAVS, initially positioned alonget the Veh'des communicate with Only a few qelghbors. F|_gure
ﬁi depicts the performance of the time-coordination algarith

perimeter of al0m x 40m square room, have to exchange theI b 4 that the i dinati bl
positions while maintaining constant equal height, andvarr t can be _note that the _t|me-coor nation variables caywer
to the desired values at tintex 4s, slower than the case with

at their final destinations at the same time. Before the omissi. A
starts, a set of trajectories are generated which ensuotain ideal communication.
deconfliction £ = 1m) of the UAVs throughout the mission.
Figure 3 depicts the 2D projection of these trajectories (soli¢- Non-ideal Communication - Non-ideal Path-Following
lines). In this last experiment, to simulate bounded path-follayvin
In the remainder of this section, we analyze and validatgror, we implemented the path-following control law de-
the theoretical findings through three different simulasio scribed in p€], and added bounded disturbances at the control
In the first simulation we consider the case of ideal all-tanput (angular velocities and total thrust). Iag] the authors
all communication between the vehicles, and assume that #t@w that, in the presence of disturbances at the input, the
UAVS' positions coincide with their desired positions fdt a path-following error is ultimately bounded 2§ solves Prob-
time, i.e.||xzpp(t)|| =0, Vt> 0. In the second simulation, lem 2). The communication topology is the one used in the
we replicate the experiment with non-ideal communication. previous experiment (Subsecti®hB).
the third simulation, we add a bounded path-following error The vehicles start, at = 0, with an initial displacement
In all the experiments, the control gains are chosen to frem the desired positions, and track the desired paths. In
a =15,b = 36,5 = 3. To illustrate the convergenceFigure 3 the dashed lines indicate the actual trajectories of
properties of the solution, the virtual times are initieliz the UAVs. Figure7 shows the time history of the time-
as follows: 71 (0) = 2, v(0) = 3, v(0) = 1,4s(0) = coordination variables. Figur@ depicts the time history of
1.5, 72(0) = 43(0) = v5(0) = v7(0) = 0. the norm of the time-coordination error staterc(t)|| (green
line), and compares it with the two cases described aboue (bl
and red lines). As expected, the coordination error commserg
a neighborhood of the origin, and remains bounded.
Finally, Figure9 shows the distance between the vehicles
throughout the mission, which is

=7 fori=y i (8) — a5 (8)]] (26)
' —1 fori#j,

In this section we present simulation results for a scenal

A. ldeal Communication - Ideal Path Following

L . . . . (0]
In this simulation, all the vehicles communicate with eac%
other for all time, i.e.

in three different cased:) blue line - ideal path-following
wherel;;(t)’'s are the entries of the Laplacian matrlXt). performance;(ii) green line - the path-following error is
Moroever, we let||zpp(t)|]] = 0,¥t > 0, i.e. the path- introduced, and the time-coordination control law given in
following algorithm exhibits ideal performance. (20) is employed;(iii) red line - the path-following error
At time t = 0 the vehicles start the mission and follow thés introduced, and the coordination law employed does not
predefined trajectories until they reach their final desitoma depend on the path-following error (i.e. Equati@@)(without
at time ¢ ~ 8.8s. In Figure 3, the solid lines indicate the third terma(xzpr)). While in case(i) temporal separation
the trajectories of each UAV, while iCand FG indicate, is guaranteed at the trajectory generation level, when U
respectively, initial and final position of UAV are away from the desired position, the time-coordination
In Figure 4 the coordination variables are illustrated. Aglgorithm must take into account the path-following ernor i
the beginning, vehicles, 4,6 and8 speed up, while vehicles order to ensure that the actual UAVS’ positions are sepdrate
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Fig. 3. Simulation results with eight quadrotor UAVs - Thdicdtines indicate 06
the paths tracked by the UAVs assuming ideal performancehefpath-
following controller; the dashed lines show the paths teacky the UAVs 041
when the path-following controller exhibits non ideal mermance. 02 : . : : : : : :
0 1 2 3 4 5 6 7 8 9
Time [s]

. . . . . . (b) Derivative of virtual time.
As it was pointed out in Remark, the third term in Equation

(20) enables the UAVs to maintain coordination even in the

presence of path-following errors, which in turns imply ttha :
a minimum separation between the vehicles is guaranteed. As o
o 1

it can be seen from Figuréb and7¢c, since UAVS is initially T2

displaced by a considerable distance from its desirediposit »

when the mission starts the virtual time associated with BIAV I
(i.e.~g) decelerates significantlyy{ < 1 andys < 0) by virtue 23 L [SS] 6 7 8 9

of a(xpr), to allow the vehicle to approach the desired point
faster. As a consequence, alsp decelerates to coordinate _ o _ o
with ~s, thus allowing the actual vehicles to synchronize Witﬁ'g' 4. Time-coordination in the case of ideal communicaémd ideal path-
. . . following performance. (a) Convergencegfs to the same increasing value.
each other along the paths and maintain a desired separatig"convergence of;’s to 1. (c) Time Coordination Control Input.
In absence of the term(zpp), the virtual times associated
with the vehicles would keep coordinating with each other
without accounting for the actual position of the UAVS, thus

leading to potential collisions (red line in Figug.

(c) Control input.

0.8

VI. FLIGHT TEST RESULTS oer

In this section, we present flight test restiltsf two
AR.Drone quadrotors that are tasked to follow circularnpla
paths of radiu m at a constant speed, while synchronizing b T e
both their phase-on-orbit and their headings. The trajgeto Time [s]
generation, path-following, and time-coordination cohtl- _ . .
gorithms run in MATLAB\Simulink. Path-following com- 719 5. ~Estmate of the qualty of service computed agt) =
mands are sent to the UAVs at a frequency rate of appro’\>{‘1in (HT =T L(T)dT> t2T
imately 30Hz. Position and velocity feedback is provided by
a Vicon Motion Capture System at a rate of approximately
100Hz. The coordination variables are exchanged among thgllision. This separation is specified online from the grbu
UAVs at a data transfer rate ®00Hz (imposed via Simulink). station, and it varies according to mission requiremente T

We refer to the path-following algorithm described iV]  desired phase-on-orbit separation, along with the actuas®
and the time-coordination control law proposed in Secliéon separation between the two UAVs, is shown in Figah
The control gains used in this flight tests are= 3, b = |n this particular scenario, the UAVs are initially requireo
5, 6 = 5. Figure10 presents the results of this experiment. IReep a 180ieg phase separation; at approximately: 94 s,
particular, FigurelOashows the desired orbit (black) and thehe required phase separation goes dowA(taleg; the two
actual trajectories of the two quadrotors (blue and red)c&i quadrotors keep this configuration for abdut s, when the
the two UAVs are tasked to follow the same orbit, a phase-ogequired phase separation goes backi§o deg; finally, in
orbit separation is required between the two vehicles tadavahe |ast part of the experiment, the UAVs are required to

) o _ _ keep a phase separation &f0 deg. Figure 10c shows the
For a thorough description of the setup used in these flights teas

well as guidelines and implementation details, the readereferred to convergence O)WI and"y? tO. th? desired rate 1, as well as the
http://naira.mechse.illinois.edu/quadrotor-uavs/ convergence of the coordination errors to a neighborhood of

0.4

0.2

Estimate of Quality of Service
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Fig. 6. Time-coordination in the case of non-ideal commaition and ideal Fig. 7. Time-coordination in the case of non-ideal commatiin and
path-following performance. (a) Convergence~gf to the same increasing non-ideal path-following performance. (a) Convergenceyg$ to the same
value. (b) Convergence df;’s to 1. (c) Time Coordination Control Input.  increasing value. (b) Convergence~gfs to 1. (c) Time Coordination Control

Input.
Zero. 3 . . —Ideal Comm - Ideal PF
4R —Non-ideal Comm - Ideal PF
—Non-ideal Comm - Non-ideal PF
VII. CONCLUSIONS =
=
This paper addressed the problem of time coordination for ng
a fleet of multirotor UAVs along predefined spatial paths =l
according to mission requirements. With the solution pro-
. . . . . 0 ! . ————
posed, cooperative control is achieved in the presencenef ti o 1 2 3 4 5 & 7 8 9

Time [s]

varying communication networks, as well as stringent tempo
ral constraints, such as simultaneous arrival at the défimal iy 8. Time-coordination error vector.
locations. The proposed solution solves the time-cootitina
problem under the assumption that the trajectory-gerwerati
and the path-following algorithms —meeting certain siapil collision-avoidance algorithms to ensure safety even m th
conditions— are given. The coordination task is accomplishpresence of static and dynamic pop-up obstacles..
by adjusting an appropriately defined coordination vagabl
The convergence of the _time-coordination error vector to APPENDIX A
a neighborhood of zero is demonstrated using Lyapunov PROOF OFTHEOREM 1
analysis. Simulations and flight test results were presente ] _
to validate the developed algorithms. Future works by the €onsider the following system
research group will address directed communication graphs bty = —2Lo(t) @7)
time-delayed communication, as well as the development of b
where the matrixL satisfies the (PE)-like condition irl 7).

syideo available at http://ngirabrré(iﬁrésfiﬂlfllinoiszzdu/qt;at\djvrotor—ugvszf(t Then, using the result reported i35 Lemma 5], we con-
oL oy OB CrL Ty e o e RO Glude that the system ire) is GUES (globally uniformly
wave of the song plays the role ofvartual vehiclewith which the quadrotors €Xponentially stable), and that the following bound holds:

are required to coordinate (absolute temporal constjaifiarther details o
regarding this experiment can be found in the descriptiothefvideo. oI < kxllo(0)|[e” 7"


http://naira.mechse.illinois.edu/quadrotor-uavs/
http://www.youtube.com/watch?v=OBtLCf1Lfiw

N
a

: : : : the time-coordination states can be redefinedzas =

—ldeal PF

£ . .
;20 —Non-ideal PF - w/o PF error dependency || [XT, ZT]T, W|th dynam|CS
-% —Non-ideal PF - with PF error dependency
515’ 118m  033m  112m . X = EX +3QLz Qa(mPF) (29)
3 ff(blfﬂL)zf—LQ x —alzpr).
= 10 7
o . . . .
2 OAvLaoava]| Consider the following Lyapunov candidate function
]
- ——= 8
% 1 2 3 4 5 & 7 8 o V=xPx+ 71||Z||2:f;cWiTCx (30)

Time [s]

Fig. 9. Temporal separation between the vehicles. wheref; > 0, P was introduced above, and

vl; 4

B1
0o =

Using @9), the time derivative of 30) can be computed to

T yield
o 1
=
2 . T a - a a
£ V=x P(—ELX-% EQLZ_QO‘PF>+
a Ty, AT T _ T AT
& +(_EX L+EZ LQ —app@ )PX"F
2 4 T, T a 20T
0 +x Px+piz (7(b17—L>zf—LQ X*&p}:‘),
East [m] K 2 -2 North [m] b ’
(a) Desired (black circle) and actual (red and blue linesjter which leads to

. T [ - a - a - T a
V <x P— —-PL— —LP)x— B1z bl — —L )z
—Required phase shift b b b

T
—Actual phase shift

w

@

=]
T

a
+ 29 nl[PllIIxIzl] + 2[[ Pl apr]

w
=3
S
T
I

N
@
=}

a —
+ BrpnllzlllixIl + Aull=llllarell,

N
o
=}

where we used the fact thit.|| < n [34, Corollary 13.1.4].
Using 8), and after straightforward computations, we obtain:

@
=}

Phase Separation [degrees]
8

” V<@l = (b= fn) 12l + (25 ne + o1 g n ) lslllxdl+
’ ‘ ‘ i : 1 ‘ =, VUmax
” ” ” i " 120 +2 (2e2Ix]| + Bill2]]) —22_|jzppl|,
Time [s] @22|lxll + Ballzll) == llz el

(b) Desired (red line) and actual (blue line) phase separati where v, = maxi{vi,mfxx} ,  Umin = Ininz‘{vi,min}-

Finally, usingecs = 2% letting ¢4 = ¢3, and choosing

1iF
’io.gs — Y, 0 > Umax — Umin, W€ get
K —UAV.
0.96F i i ‘ ‘ ‘ 2 < _ & 2 _ _a ancs a
e V < - alixl’ - A1 (b ) A+ (55 4 1) sl
02 Time [s]
~ . T T 2 - max ,
(-] il
& that can be written in matrix form as
02 80 9 100 110 120 130 . - s
Time [s] VS—:ETcMiTc-F?(,— +B1) lzrcllllzprll,
(c) Coordination errors computed gs — 2 and~y; — 2. A
Fig. 10. Flight test results with two AR.Drone UAVSs. with

cs3 — (422 +81¢n
. _ M= |:— (ang + 81 ) (;1‘22— Qn)b ):| ’

with ky = 1 andvyy, > 9, = bT(H”inT This, together ’ v

with [35, Lemma 1] or a similar argument as the one iNext, we note that lettindc be some variable that satisfies

[30, Theorem 4.14], implies that there exists a continuouslyrc < v, we can choose large enough so that the following

differentiable, symmetric, positive definite matrix(¢) that matrix inequality holds:

satisfies the inequalities M — 27raW >

= . 3 rC nes
0<61]:—I<P(t) < A e - =5 —(% ™ +Bign ) -0 (3D
27 (28) - (% T,%C; Jrﬁl%n) 1(b—%n) = Birrc|

P— %LP - EPL < —&sl.
Thus, the derivative of the Lyapunov function is bounded as
Next, introducing the vector follows

X(t) = bE(t) + Q=(t) V< 2peV +2 (K + ﬁl) llzzellllzre]l -



Using [30, Lemma 4.6], one can conclude that the syst2a) (
is input to state stable, with inputpr, and the following
bound holds:

max (Cz, f1/2)

- —A t
min (o1, 51/2) 17Ol

llZre(®)]] <

[max (e2,61/2) 52 +8 .
max (c2, B1 Fx 1
T\ Tin(e1, B1/2) x min (@1, B1/2) f;E(H””PF(t)”)'
Finally, from the definition
Troc 2 Szre, S= [bIT{l I(i] ,
we can conclude that
llzre®)]] < m1llzrc(0)]le” T + ko sgxg(HzPF(t)IIL (33)
t>
with
_jg-1 [max(C2,B1/2)
k1 =[S WIISIL (34)
and _
— 3 4
Y e L IV B @)

min (51,51/2) A min (61,[51/2) '

As a last step to complete the proof, we need to demonstr

that4; and#; Vi € {1 ..., n} satisfy the bounds given ir6)
and (7). To this end, notice that

Fi < 0l|z| + anllg]| + [|lzprl|.
For simplicity, letb > an. Using the bound in 33), and

recalling the bound on the path-following error ih4], the
above inequality reduces to

Fi < (bra + bro + 1) max (||z7c (0)[], p) -

Moreover, using the fact that

)] < kallzre (0)]|e” TE" + ko sup(||zpr ()]])
t>0

one can show
Fi < 14 (k1 + w2) max (|[zrc(0)]],p) ,
Fi > 1 — (k1 + w2) max (|[zrc(0)]],p) -

Finally, since by assumption inequalitg1) holds, then §)
and (7) are satisfied, and one can show that the boun@3 (
holds V¢ > 0.

APPENDIXB
PROOF OFCOROLLARY 1

Assume that the given path-following algorithm satisfies

llzpr@)Il < kprllzpr(0)|e*PFE. (36)
Now, rewrite inequality 83) as follows:
llzre @) < millerc(s)|le T 4k @7

sup (|lzpr(T)I]),
s<7<t

wheret > s > 0. Apply (37) with s = ¢/2 to obtain
llzre @I < rillerc(t/2)|le” Y2 4k sup (llzre()]]). (38
t/2<t<t
Apply (37) with s = 0 andt replaced byt/2 to obtain the
estimate ofrpc(t/2) as

llzre (t/2)]] < w1llzre(0)|[e™ T 4 ky  sup

0<r<t/2

(lepr (M) (39)
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Combining @8) and 39) we get

lere O] < ke T (ki||zzo(0)]]e*TE

(40)

+r2  sup (lepr () -

0<r<t/2

sup
t/2<T<t

(HIPF(T)H)> + K2

Notice that using 6) we can write

sup  (llzpr (7)) < kprllzpr(0)]],
0<r<t/2

sup  (|lzpr(7)|)) < kppllopr(0)|le A PFH/2
t/2<T<t

Therefore, combining4() with the previous two inequalities,

and letting
K1 éﬁ?, Rgé(1+ﬂ1)ﬁgkpp, (41)

we get

_ _2ApptArc
llere (]| < Fallzre(0)le” TCY + Fallzpr(0)||e 2 ‘

thus proving Corollaryl.
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