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ABSTRACT
This paper presents two variants of a general method (Cramer, Stanoev 2008), (Stanoev 2013, 2014, 2016, 2017) for modal transformation of the equations of motion for multi-degree-of-freedom-systems (MDOFS) with non-modal symmetric damping matrix. The first variant is described in comparison with a similar method, presented in earlier publications (Chu M. T., Buono N. T. 2008), (Ma Fai F., Morzfeld M., Imam A., 2010). The equations of motion are stated in state-space formulation. The final modal decomposition is performed by a purely real-space transformation matrix, which is derived by a combination of two complex transformations using the complex left and right eigenvectors of the associated special eigenvalue problem. The eigenvector normalization is performed in two different ways. Analytical expressions for all presented variants of the modal transformation basis are developed by the aid of computer algebra software. The proposed modal procedures retain all common advantages of the classic modal decomposition of the equations of motion.

Keywords: structural dynamics, modal decomposition, left and right eigenvectors, complex eigenvalue problem, non-proportional damping.

1 INTRODUCTION
The solution of the classic linear eigenvalue problem, associated to the equations of motion of multi-degree-of-freedom-systems (MDOFS), consists of real eigenvalues (natural frequencies) and real eigenvectors. The inclusion of viscous damping in the equations of MDOFS leads to a quadratic eigenvalue problem with corresponding complex conjugate pairs of eigenvalues and eigenvectors.

Starting point of our considerations are the equations of motion of a damped MDOFS in configuration space

\[ M\ddot{V} + D\dot{V} + KV = p(t), \quad (1.1) \]

where \( M, D \) and \( K \) are, respectively the (n x n) mass, damping and stiffness matrix, and \( V, \dot{V}, \ddot{V} \) are respectively the (n x 1) displacement, the velocity and the acceleration vectors and \( p(t) \) is the (n x 1) excitation vector.

In structural mechanics problems the matrices \( M, D \) and \( K \) are considered to be real, symmetric and positive definite, excluding the presence of rigid body modes. In the classic modal analysis \( D = 0 \), in this case Eq. (1.1) can be decoupled by use of the real right eigenvectors \( X_j \) of the undamped system:
In the case of classically damped system with $D \neq 0$ Eq. (1.1) can also be decoupled by the real eigenvectors of the undamped system. According to (T.K. Caughey, 1965) the necessary and sufficient condition for classical damping is:

$$DM^{-1}K = KM^{-1}D$$

(1.3)

The proportional damping assumption

$$D = \alpha M + \beta K,$$

(1.4)

the so-called Rayleigh damping, is a particular case of classic damping - Eq. (1.4) satisfies the condition (1.3).

The associated quadratic eigenvalue problem to Eq. (1.1) is

$$\begin{align*}
(M\lambda_j^2 + D\lambda_j + K)X_j &= 0
\end{align*}$$

(1.5a)

where $\lambda_j = \alpha_j + i\omega_{Dj}$; $\bar{\lambda}_j = \alpha_j - i\omega_{Dj}$

(1.5b)

are complex conjugate eigenvalues.

This paper presents two variants of a general method (H. Cramer, 2008), (E. Stanoev, 2013, 2014, 2016, 2017) for real-space modal transformation of the equations of motion of multi-degree-of-freedom-systems (MDOFS) with symmetric damping matrix, representing non-proportional damping. The equations of motion are stated in state-space formulation. The first variant, presented in Section 2, is described in comparison with a similar technique for decoupling of non-classically damped system equations, referred to as phase synchronization, presented in earlier publications (Chu M. T., 2008), (Fai F. Ma, 2010), (Fai F. Ma, 2011). This approach has been described in (Fai F. Ma, 2009), (Fai F. Ma, 2010) for free and forced vibrations in configuration space formulation. In (Fai F. Ma, 2011) it has been shown the interpretation of the decoupling transformation by phase synchronization on the basis of state space formulation.

The problem of decoupling the homogenous problem of Eq. (1.5) can also be addressed as a reduction of the quadratic pencil $Q(\lambda) = M\lambda^2 + D\lambda + K$. In (S.D. Garvey, 2002) and (M. T. Chu, 2008) have been proposed the notion of structure-preserving transformations in diagonalizing $Q(\lambda)$. In (Fai F. Ma, 2011) it has been shown that transformation of (1.1) by phase synchronization can be interpreted as a diagonalizing structure-preserving transformation in state space if the eigenvalues $\lambda_j, \bar{\lambda}_j$ are complex and distinct.

In Section 3 of this paper is presented a second variant for real-space decoupling procedure, based on both the right and the left complex eigenvector pairs. In this version the complex conjugated eigenvectors for the MDOFS are normalized with respect to the general stiffness matrix.

In order to introduce to the solutions presented in Section 2 and 3, we will first briefly review in section 1.1 the phase synchronization procedure on the basis of state space formulation according to (Fai F. Ma, 2010), (Fai F. Ma, 2011) - for the case of forced vibrations with n distinct complex conjugated eigenvalues $\lambda_j$.

1.1 The phase synchronization procedure in state space

We suppose all eigenvalues $\lambda_j, \bar{\lambda}_j$ in (1.5b) to be complex conjugated and distinct, i.e. the quadratic eigenvalue problem is non-defective.
First of all, Eq. (1.1) should be written in state space in the symmetric Lancaster form, see (P. Lancaster, 1966):

$$\begin{bmatrix} D & M \\ M & -M \end{bmatrix} \begin{bmatrix} \dot{V} \\ \dot{\bar{V}} \end{bmatrix} + \begin{bmatrix} K & -M \\ -M & K \end{bmatrix} \begin{bmatrix} V \\ \bar{V} \end{bmatrix} = \begin{bmatrix} p(t) \\ p(t) \end{bmatrix}$$

(1.6)

The associated state space eigenvalue problem takes the form

$$\begin{bmatrix} D & M \\ M & -M \end{bmatrix} \begin{bmatrix} \lambda_j \\ \bar{\lambda}_j \end{bmatrix} + \begin{bmatrix} K & -M \\ -M & K \end{bmatrix} \begin{bmatrix} X_j \\ \bar{X}_j \end{bmatrix} = \begin{bmatrix} \lambda_j X_j \\ \bar{\lambda}_j \bar{X}_j \end{bmatrix} = 0$$

$$\Rightarrow \begin{bmatrix} K & -M \end{bmatrix} \begin{bmatrix} X_j \\ \bar{X}_j \end{bmatrix} = -\lambda_j \begin{bmatrix} D & M \end{bmatrix} \begin{bmatrix} X_j \\ \bar{X}_j \end{bmatrix}$$

(1.7a,b)

The symmetrically linearized pencil $L(\lambda_j)$ is referred to as the Lancaster structure.

A complex modal transformation is defined by

$$\begin{bmatrix} V \\ \bar{V} \end{bmatrix} = \begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix}$$

(1.8)

where

$$a = [a_1 \ a_2 \ \cdots \ a_n]^T, \quad b = [b_1 \ b_2 \ \cdots \ b_n]^T$$

(1.9a)

are new complex modal coordinates,

$$X = [X_1 \ X_2 \ \cdots \ X_n], \quad \bar{X} = [\bar{X}_1 \ \bar{X}_2 \ \cdots \ \bar{X}_n]$$

(1.9b)

are modal matrices built by the complex $X_j$ resp. the conjugate complex eigenvectors $\bar{X}_j$, and

$$\Lambda = \text{diag}[\lambda_1, \lambda_2, \cdots, \lambda_n], \quad \bar{\Lambda} = \text{diag}[\bar{\lambda}_1, \bar{\lambda}_2, \cdots, \bar{\lambda}_n]$$

(1.10)

are the associated spectral matrices. The transformation (1.8) implies that the $j$-th damped mode of vibration $s_j(t)$ is expressed as a linear combination

$$s_j(t) = X_j \left( c_j e^{\lambda_j t} \right) + \bar{X}_j \left( \bar{c}_j e^{\bar{\lambda}_j t} \right)$$

(1.11)

The eigenvectors $X_j$ may be normalized in accordance with

$$2\lambda_j X_j^T M X_j + X_j^T D X_j = 2i \omega_D j = \lambda_j - \bar{\lambda}_j$$

resp.

$$2\bar{\lambda}_j \bar{X}_j^T M \bar{X}_j + \bar{X}_j^T D \bar{X}_j = -2i \omega_D j = \bar{\lambda}_j - \lambda_j$$

(1.12a,b)

Substitute Eq. (1.8) into (1.6) and pre-multiply by $\begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix}^T$ to obtain

$$\begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix}^T \begin{bmatrix} D & M \\ M & -M \end{bmatrix} \begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} + \begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix}^T \begin{bmatrix} K & -M \\ -M & K \end{bmatrix} \begin{bmatrix} X & \bar{X} \\ X & \bar{X} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} X^T p(t) \\ X^T p(t) \end{bmatrix}$$

$$\begin{bmatrix} X^T DX + 2\Lambda(X^T MX) \\ X^T D \bar{X} + 2\bar{\Lambda}(\bar{X}^T M \bar{X}) \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} + \begin{bmatrix} X^T K X + \Lambda(X^T MX) \Lambda \\ X^T K \bar{X} + \bar{\Lambda}(\bar{X}^T M \bar{X}) \bar{\Lambda} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} X^T p(t) \\ X^T p(t) \end{bmatrix}$$

(1.13)
Accounting for the normalization (1.12a,b), the left side of Eq.(1.13) can be reformulated:

\[
\begin{bmatrix}
\Lambda - \overline{\Lambda} \\
\Lambda - \overline{\Lambda}
\end{bmatrix}
\begin{bmatrix}
\hat{a} \\
\hat{b}
\end{bmatrix}
+ \left[ (\Lambda - \overline{\Lambda}) \Lambda \\
(\Lambda - \overline{\Lambda}) \Lambda
\right]
\begin{bmatrix}
a \\
b
\end{bmatrix}
= \begin{bmatrix}
X^T p(t) \\
X^T p(t)
\end{bmatrix}
\] (1.14)

The state space form (1.6) is now decoupled in the complex form (1.14). Note that although Eq. (1.6) has been decoupled in state space, the new introduced complex variables \( \begin{bmatrix} a \\ b \end{bmatrix} \), see Eq. (1.8), cannot be classified as displacements and velocities.

The next step is to define a purely real 2n-dimensional vector \( \begin{bmatrix} x^T & y^T \end{bmatrix}^T \) by

\[
\begin{bmatrix}
x \\
y
\end{bmatrix}
= \begin{bmatrix}
I & I \\
\Lambda & \Lambda
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}
\] (1.15)

The inverse relationship of (1.15) is

\[
\begin{bmatrix}
a \\
b
\end{bmatrix}
= \begin{bmatrix}
I & I \\
\Lambda & \Lambda
\end{bmatrix}^{-1}
\begin{bmatrix}
x \\
y
\end{bmatrix}
= \begin{bmatrix}
(\Lambda - \overline{\Lambda})^{-1} \Lambda \\
(\Lambda - \overline{\Lambda})^{-1} \Lambda
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
= S
\begin{bmatrix}
x \\
y
\end{bmatrix}
\] (1.16)

The reason of the definition (1.15) and its inverse (1.16) is better clarified in Sec. 2, see Eq. (2.16), (2.18), (2.23).

Finally we substitute Eq.(1.16) into (1.14) and then pre-multiply the resulting equation by \( S^T \) to obtain the real-space relationship

\[
\begin{bmatrix}
(\Lambda - \overline{\Lambda})^{-1} (-\Lambda \Lambda + \Lambda \Lambda) \\
I
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
+ \begin{bmatrix}
(\Lambda - \overline{\Lambda})^{-1} (\Lambda \Lambda \overline{\Lambda} - \Lambda \overline{\Lambda}) \\
0
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
= \begin{bmatrix}
(\Lambda - \overline{\Lambda})^{-1} (X^T - \Lambda X^T) p(t) \\
(\Lambda - \overline{\Lambda})^{-1} (\overline{X}^T - X^T) p(t)
\end{bmatrix}
\]

\[
\begin{bmatrix}
D_1 & I \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix}
+ \begin{bmatrix}
\Omega_1 \\
0
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
= \begin{bmatrix}
T_1^T p(t) \\
T_2^T p(t)
\end{bmatrix}
\] (1.17)

where \( D_1, \Omega_1, T_1 \) and \( T_2 \) are real-space matrices (what can easy be checked):

\[
D_1 = (\Lambda - \overline{\Lambda})^{-1} (-\Lambda \Lambda + \Lambda \Lambda) = -\text{diag} [\lambda_1 + \overline{\lambda}_1, \ldots, \lambda_j + \overline{\lambda}_j, \ldots, \lambda_n + \overline{\lambda}_n] = -\text{diag} [2a, \ldots, 2a, \ldots, 2a]
\] (1.18)

\[
\Omega_1 = (\Lambda - \overline{\Lambda})^{-1} (\Lambda \Lambda \overline{\Lambda} - \Lambda \overline{\Lambda}) = \text{diag} [\lambda_1 \overline{\lambda}_1, \ldots, \lambda_j \overline{\lambda}_j, \ldots, \lambda_n \overline{\lambda}_n] = \text{diag} [a^2 + \omega^2, \ldots, a^2 + \omega^2, \ldots, a^2 + \omega^2]
\] (1.19)

\[
T_1 = (X \Lambda - \overline{X} \Lambda) (\Lambda - \overline{\Lambda})^{-1}
\] (1.20)

\[
T_2 = (\overline{X} - X) (\Lambda - \overline{\Lambda})^{-1}
\] (1.21)

The upper and lower halves of the final uncoupled equations (1.17) are

\[
\dot{y} + D_1 \dot{x} + \Omega_1 x = T_1^T p(t)
\] (1.22)

\[
\dot{x} - y = T_2^T p(t)
\] (1.23)

Expressing \( y \) from (1.23) and replacing it in (1.22) we get

\[
\dot{x} + D_1 \dot{x} + \Omega_1 x = T_1^T p(t) + T_2^T p(t)
\] (1.24)

Eq. (1.24) is the transformed uncoupled real-space form of the original equations of motion (1.1), the introduced \( n \)-dimensional vector \( x \) can be referred to as modal coordinates. The
relationship between the modal coordinates $x$ and the solution original $V$ of the original system (1.1) can be derived by combining the first complex transformation (1.8) with the complex transformation introduced by (1.15):

$$
\begin{bmatrix}
V \\
\dot{V}
\end{bmatrix} =
\begin{bmatrix}
X & \bar{X} \\
X \Lambda & \bar{X} \Lambda
\end{bmatrix}
\begin{bmatrix}
A \\
I
\end{bmatrix} =
\begin{bmatrix}
X & \bar{X} \\
X \Lambda & \bar{X} \Lambda
\end{bmatrix}
\begin{bmatrix}
I & I \\
\Lambda & \bar{\Lambda}
\end{bmatrix}^{-1}
\begin{bmatrix}
x \\
\dot{x}
\end{bmatrix}
$$

(1.25)

The upper half of (1.25) is

$$
V = (X\bar{\Lambda} - \bar{X} \Lambda)(\bar{\Lambda} - \Lambda)^{-1} x + (\bar{X} - X)(\bar{\Lambda} - \Lambda)^{-1} y = T_1 x + T_2 y
$$

(1.26a)

and, accounting for Eq.(1.23):

$$
V = T_1 x + T_2 (\dot{x} - T_2^T p(t))
$$

(1.26b)

By use of Eq.(1.23) the real-space solution (1.25) can be rewritten in state space

$$
\begin{bmatrix}
V(t) \\
\dot{V}(t)
\end{bmatrix} =
\begin{bmatrix}
X & \bar{X} \\
X \Lambda & \bar{X} \Lambda
\end{bmatrix}
\begin{bmatrix}
I & I \\
\Lambda & \bar{\Lambda}
\end{bmatrix}^{-1}
\begin{bmatrix}
x(t) \\
\dot{x}(t) - T_2^T p(t)
\end{bmatrix}
$$

(1.27)

The inverse transformation is

$$
\begin{bmatrix}
x(t) \\
\dot{x}(t)
\end{bmatrix} =
\begin{bmatrix}
I & I \\
\Lambda & \bar{\Lambda}
\end{bmatrix}
\begin{bmatrix}
X & \bar{X} \\
X \Lambda & \bar{X} \Lambda
\end{bmatrix}^{-1}
\begin{bmatrix}
V(t) \\
\dot{V}(t)
\end{bmatrix} +
\begin{bmatrix}
0 \\
T_2^T p(t)
\end{bmatrix}
$$

(1.28)

2 MODAL TRANSFORMATION PROCEDURE BASED ON THE COMPLEX RIGHT EIGENVECTORS

2.1 Complex modal transformation of the MDOFS equations

In this section is described a procedure, similar to the phase synchronization method in state space formulation, presented in Section 1. We will consider the case of forced vibrations with $n$ distinct complex conjugated eigenvalues $\lambda_j$, see Eq.(2.3), what is the most relevant case in structural mechanics based on finite element formulation.

The detailed development of the procedure differs in some points from the decomposition method based on the Lancaster form (1.6). The description of the differences in details, compared to the development steps in Section 1, aims to outline the structural mechanics background of the utilized mathematical transformations.

At first the equations of motion (1.1) are recast to first order equations in state space:

$$
\begin{bmatrix}
M & -K \\
M_G & -K_G
\end{bmatrix}
\begin{bmatrix}
V \\
\dot{V}
\end{bmatrix} +
\begin{bmatrix}
D & K \\
K_G & -K_G
\end{bmatrix}
\begin{bmatrix}
V \\
\dot{V}
\end{bmatrix} =
\begin{bmatrix}
p(t) \\
p(t)
\end{bmatrix}
$$

(2.1)

where $M_G$ and $K_G$ are, respectively the $(2n \times 2n)$ symmetric generalized mass and the generalized stiffness matrices. The formulation in state space (2.1) doesn’t use the Lancaster form (1.7a), but retains the symmetry in the generalized matrices.

The associated quadratic eigenvalue problem can be written in the 2n-dimensional form

$$
(\lambda^{(j)} M_G + K_G) \begin{bmatrix} X^{(j)} \\ \lambda^{(j)} X^{(j)} \end{bmatrix} = 0
$$

(2.2)

where
\[ \lambda^{(j)} = \lambda_{r}^{(j)} + i\lambda_{i}^{(j)} \rightarrow \begin{bmatrix} \lambda^{(j)} & X^{(j)} \end{bmatrix}, \quad \bar{\lambda}^{(j)} = \lambda_{r}^{(j)} - i\lambda_{i}^{(j)} \rightarrow \begin{bmatrix} \bar{\lambda} & \bar{X} \end{bmatrix}, (j = 1, \ldots, n) \] (2.3)

are the corresponding \( n \) complex conjugate eigenpairs.

Each \( j \)th eigenvector-pair \( X^{(j)}, \bar{X}^{(j)} \) can be normalized (index \( j \) omitted) with respect to the general mass matrix \( M_{G} \):

\[ \begin{bmatrix} \lambda X^T \cr X \end{bmatrix} \begin{bmatrix} M & -K \end{bmatrix} \begin{bmatrix} \lambda X^T \cr \lambda \end{bmatrix} = A + iB \rightarrow \Phi = \frac{X}{\sqrt{A+iB}} = \Phi_{r} + i\Phi_{i} \] (2.4a)

\[ \begin{bmatrix} \lambda \bar{X}^T \cr \bar{X} \end{bmatrix} \begin{bmatrix} M & -K \end{bmatrix} \begin{bmatrix} \lambda \bar{X}^T \cr \lambda \end{bmatrix} = A - iB \rightarrow \bar{\Phi} = \frac{\bar{X}}{\sqrt{A-iB}} = \Phi_{r} - i\Phi_{i} \] (2.4b)

The mass normalization (2.4) leads to the orthogonality relationships (2.5), (2.6) - expressed in terms of the \( j \)th eigenvector-pair (index \( j \) omitted):

\[ \begin{bmatrix} \lambda & \bar{\lambda} \cr \Phi & \bar{\Phi} \end{bmatrix}^T \begin{bmatrix} M & -K \end{bmatrix} \begin{bmatrix} \lambda & \bar{\lambda} \cr \Phi & \bar{\Phi} \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \] (2.5)

\[ \begin{bmatrix} \lambda & \bar{\lambda} \cr \Phi & \bar{\Phi} \end{bmatrix}^T \begin{bmatrix} D & K \cr -K^T & M \end{bmatrix} \begin{bmatrix} \lambda & \bar{\lambda} \cr \Phi & \bar{\Phi} \end{bmatrix} = \begin{bmatrix} -\lambda & -\bar{\lambda} \\ -\bar{\lambda} & -\lambda \end{bmatrix} \] (2.6)

Then the \((2n \times 2n)\) complex modal matrix \( \Phi_{G} \) can be built up:

\[ \Phi_{G} = \begin{bmatrix} \lambda^{(1)} & \bar{\lambda}^{(1)} & \ldots & \lambda^{(n)} & \bar{\lambda}^{(n)} \\ \Phi^{(1)} & \bar{\Phi}^{(1)} & \ldots & \Phi^{(n)} & \bar{\Phi}^{(n)} \end{bmatrix} \] (2.7)

Note the difference to the form of Eq. (1.8), (1.9) - the complex eigenvectors \( X \) and the conjugated complex \( \bar{X} \) are split, but in (2.7) they are in pairs.

Complex modal decomposition of the equations of motion (2.1) can be performed by use of the orthogonality relationships (2.5), (2.6):

\[ \Phi_{G}^T \begin{bmatrix} M & -K \end{bmatrix} \Phi_{G} \cdot \dot{A} + \Phi_{G}^T \begin{bmatrix} D & K \cr -K^T & M \end{bmatrix} \Phi_{G} \cdot A = \Phi_{G}^T \begin{bmatrix} p(t) \cr \dot{p}(t) \end{bmatrix} \] (2.8)

where the new complex modal coordinates \( A \) are introduced by Eq. (2.9):

\[ \begin{bmatrix} \dot{V} \\ V \end{bmatrix} = \Phi_{G} A(t) = \Phi_{G} \begin{bmatrix} a^{(1)}(t) & b^{(1)}(t) & \ldots & a^{(n)}(t) & b^{(n)}(t) \end{bmatrix}^T \] (2.9)

According to the assembly of the global modal matrix \( \Phi_{G} \) in (2.7) the complex coordinates \( a^{(j)}, b^{(j)} \) in the definition (2.9) remain in pairs, corresponding to the eigenvalue pair \( (\lambda^{(j)}, \bar{\lambda}^{(j)}) \), whereas in the definition (1.8) in Section 1 they are separated. In comparison to the analogous decoupling transformation (1.14) the uncoupled modal equations (2.8) have - due to the mass normalization (2.4) - a very clear and more simple form of the modal mass matrix (equal to the unity matrix) and of the modal stiffness matrix (equal to the spectral matrix).
In a next step a second transformation of the complex modal equations (2.8) will be introduced in order to get \( j = 1, \ldots, n \) uncoupled single oscillator equations in real space. To explain better this step, the equation of a single-degree-of-freedom system (SDOFS) is considered in the next section.

### 2.2 The single mass oscillator equation

The equation of motion of a viscously damped single degree of freedom system (SDOFS)

\[
m\ddot{v}(t) + c\dot{v}(t) + k\nu(t) = q(t) \tag{2.10}
\]

can be written in the extended form

\[
\begin{bmatrix}
\frac{1}{m} - \omega^2 & \frac{2\eta\omega}{\omega^2} \\
\frac{m}{q} & \frac{\omega^2}{k}
\end{bmatrix}
\begin{bmatrix}
\ddot{v}(t) \\
\dot{v}(t)
\end{bmatrix}
+ \begin{bmatrix}
\frac{2\eta\omega}{\omega^2} & \omega^2 \\
\frac{m}{q} & \frac{\omega^2}{k}
\end{bmatrix}
\begin{bmatrix}
\nu(t) \\
v(t)
\end{bmatrix}
= \begin{bmatrix}
p(t) \\
p(t)
\end{bmatrix}
\quad \leftarrow \quad q = \begin{bmatrix}
\dot{v}(t) \\
v(t)
\end{bmatrix}
\]

\( m\ddot{q} + kq = p \) \tag{2.11}

where \( \ddot{v} \) is acceleration, \( \dot{v} \) - velocity, \( \nu(t) \) - displacement, \( \omega = \sqrt{\frac{k}{m}} \) - free vibration frequency, \( \eta = \frac{c}{2m\omega} \) - Lehr’s damping ratio and \( p(t) = \frac{q(t)}{m} \).

Introducing the exponential approach \( q = xe^{\lambda t} \) and the \((2 \times 2)\) matrix \( a \)

\[
a = m^{-1}k \tag{2.12}
\]

into the homogenous form of the differential equation (2.11) leads to the quadratic eigenvalue problem

\[
\dot{q} + (m^{-1}k)q = 0 \quad \rightarrow \quad (a + \lambda_j e)\nu_j = 0 \quad (j = 1,2) \tag{2.13}
\]

The solution are two complex conjugate eigenvalues \( \eta << 1 \), subcritical damped system:

\[
\lambda = \lambda_r + i\lambda_i = \alpha + i\omega_D \quad \text{where} \quad \lambda_r = -\eta\omega = \alpha, \quad \lambda_i = \omega\sqrt{1 - \eta^2} = \omega_D \tag{2.14}
\]

The natural frequency \( \omega \) and the damping ratio \( \eta \) can be determined from (2.14) to

\[
\omega = \sqrt{(\lambda_r)^2 + (\lambda_i)^2}, \quad \eta = -\frac{\lambda_i}{\omega} \tag{2.15a,b}
\]

The corresponding complex conjugate right eigenvectors in Eq. (2.13) are

\[
\nu_j = \begin{bmatrix}
\lambda_r \\
\lambda_i
\end{bmatrix} \quad (j = 1,2) \tag{2.16}
\]

After normalization of the eigenvectors with respect to the mass matrix

\[
[r_1 \quad r_2]^T \cdot m \cdot [r_1 \quad r_2] = \begin{bmatrix}
g_1 \\
g_2
\end{bmatrix} \quad \rightarrow \quad \Phi_j = \frac{r_j}{\sqrt{g_j}} \quad (j = 1,2) \tag{2.17}
\]

the \((2 \times 2)\) modal matrix \( \Phi \) is cast:

\[
\Phi = [\Phi_1 \quad \Phi_2] \tag{2.18}
\]

The mass normalization (2.17) leads to orthogonality relations and their inverse relationships:
\[ \varphi^T m \varphi = \varphi^T \begin{bmatrix} 1 & -\omega^2 \\ \omega^2 & 1 \end{bmatrix} \varphi = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]  
\[ \Leftrightarrow (\varphi^T)^{-1} \begin{bmatrix} 1 & -\omega^2 \\ \omega^2 & 1 \end{bmatrix} \varphi^{-1} = \begin{bmatrix} 1 \\ -\omega^2 \end{bmatrix} \] (2.19)

\[ \varphi^T k \varphi = \varphi^T \begin{bmatrix} 2\eta \omega & -\lambda \\ \omega^2 & -\lambda \end{bmatrix} \varphi = \begin{bmatrix} -\lambda \\ -\lambda \end{bmatrix} \]  
\[ \Leftrightarrow (\varphi^T)^{-1} \begin{bmatrix} -\lambda & -\lambda \\ 2\eta \omega & \omega^2 \end{bmatrix} \varphi^{-1} = \begin{bmatrix} 2\eta \omega \\ \omega^2 \end{bmatrix} \] (2.20)

The inverse of the complex modal matrix \( \varphi(\omega, \eta) \) can be expressed analytically by the aid of computer algebra software - see Eq. (2.21), (2.22a,b).

\[ \varphi^{-1} = \frac{1}{2\sqrt{1-\eta^2}} \begin{bmatrix} -Z_1 - iZ_2 & P - iQ \\ -Z_1 + iZ_2 & P + iQ \end{bmatrix} \] (2.21)

where

\[ Z_1 = \sqrt{1-\eta^2 + (1-\eta^2)} \quad Z_2 = \sqrt{1-\eta^2 - (1-\eta^2)} \] (2.22a)

\[ P = \omega(Z_2\sqrt{1-\eta^2 - Z_1\eta}) \quad Q = \omega(Z_1\sqrt{1-\eta^2 + Z_2\eta}) \] (2.22b)

### 2.3 Final decomposition of the MDOFs equations in real space

We come back to the uncoupled complex modal equations (2.8). Here the complex modal coordinates \([a^{(j)} \quad b^{(j)}]^T\), see Eq. (2.9), will be replaced by new real coordinates \([x^{(j)} \quad y^{(j)}]^T\) for each j-th eigenpair, introduced by the definition (2.23):

\[ \begin{bmatrix} a^{(j)}(t) \\ b^{(j)}(t) \end{bmatrix} = (\varphi^{(j)})^{-1} \begin{bmatrix} x^{(j)}(t) \\ y^{(j)}(t) \end{bmatrix}, \quad \begin{bmatrix} a^{(j)} \\ b^{(j)} \end{bmatrix} = (\varphi^{(j)})^{-1} \begin{bmatrix} \dot{x}^{(j)} \\ \dot{y}^{(j)} \end{bmatrix} \] (2.23)

Taking into account (2.23), the modal equations (2.8) can be transformed in pairs into the real form of SDOFS-equation (index (j) omitted), with regard to the inverse relationships (2.19), (2.20):

\[ (\varphi^T)^{-1} \begin{bmatrix} 1 \\ -\omega^2 \end{bmatrix} \varphi^{-1} \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} + (\varphi^T)^{-1} \begin{bmatrix} -\lambda \\ -\lambda \end{bmatrix} \varphi^{-1} \begin{bmatrix} x \\ y \end{bmatrix} = (\varphi^T)^{-1} \begin{bmatrix} \lambda \Phi^T p(t) \\ h(t) \end{bmatrix} \] (2.24)

Note that the matrix \((\varphi^{(j)})^{-1}\) can be expressed according to Eq. (2.21), (2.15a,b) simply by the real and imaginary parts \(\lambda_r^{(j)}, \lambda_i^{(j)}\).

Combining the two complex transformations (2.8) and (2.24), a new \((2n \times 2n)\) transformation basis \(Y\) can be defined:

\[ \begin{bmatrix} Y(1) \\ Y(2) \\ \vdots \\ Y(n) \end{bmatrix} = Y \cdot X \] (2.25)
By the aid of the transformation (2.25) and with regard to (2.8) and (2.24), the equations of motion (2.1) can be decomposed into n real uncoupled SDOFS block equations as follows:

\[
Y^T \cdot \begin{bmatrix} M & -K \\ -K & M \end{bmatrix} \cdot Y \cdot \begin{bmatrix} \dot{x}^{(1)} \\ \ddot{x}^{(1)} \\ \vdots \\ \ddot{x}^{(n)} \\ \dddot{x}^{(n)} \end{bmatrix} + Y^T \cdot \begin{bmatrix} D & K \\ K & D \end{bmatrix} \cdot Y \cdot \begin{bmatrix} x^{(1)} \\ y^{(1)} \\ \vdots \\ x^{(n)} \\ y^{(n)} \end{bmatrix} = Y^T \cdot p
\]  
(2.26)

It can be shown that the \( Y \)-matrix and all „load“-vectors \( [g(t) \ h(t)]^T \) in Eq. (2.26) are purely real. In (E. Stanoev, 2013, 2014) has been shown that after component multiplication of the analytically expressed terms of \( \Phi_s \) and of \( \Psi^{-1} \) all imaginary parts cancel each other.

The transformation in Section 1, analogously to (2.23), is given by Eq. (1.16). The advantage of the (2 x 2) transformation used in (2.24) is that it is done on the level “SDOFS-equation”, employing mass normalization for the modal matrix \( \Phi \) - see Eq.(2.17). In contrast to this in the relationship (1.16) a \((2n \times 2n)\) matrix \( \begin{bmatrix} I & I \\ \Lambda & \Lambda \end{bmatrix} \) has to be inverted. Besides the analytical inversion of the simple \((2 \times 2)\) matrix \( \Phi^{(j)} \) in (2.21), the definition (2.23) seems quite natural in order to transform the complex modal equations (2.8) back to the real form of SDOFS - as seen in (2.24).

The mechanical reason of the relationship (1.16) and the inverse form (1.15) is clarified by looking at the eigenvectors (2.16) of the SDOFS. Due to the inverse order of displacements and velocities \( [V \ V] \) in the Lancaster form (1.6) in compare to the formulation (2.1) the meaning of the modal coordinates \( x^{(j)}, y^{(j)} \) here is interchanged, compare Eq. (1.24) and (2.28).

Each SDOFS block equation in (2.26) can be solved eliminating the modal coordinate \( x^{(j)} \) to obtain the usual form of the SDOFS equation of motion (index \( j \) omitted):

\[
x(t) = \dot{y} + \frac{1}{\omega^2} h(t)
\]  
(2.27)

\[
\ddot{y}(t) + 2\eta \omega \dot{y}(t) + \omega^2 y(t) = g(t) - \frac{2\eta}{\omega} \dot{h}(t) - \frac{1}{\omega^2} \ddot{h}(t)
\]  
(2.28)

A usual numerical step-by-step integration of Eq. (2.28) yields the modal response \( y^{(j)}(t) \).

The final time series of the original 2n state variables \( [V \ V] \) are calculated by superposition of the modal coordinates \( x^{(j)}, y^{(j)} \) (assembled in \( X \)) in accordance to Eq. (2.25).

The final SDOFS equations from type (2.28) for each \( j \)-th eigenpair can be rebuild in the uncoupled diagonal form (1.24) for the MDOFS - note that \( y(t) \) in (2.28) corresponds to \( x(t) \) in (1.24). The right sides of both equations clearly correspond to each other.

### 2.4 Analytical form of the uncoupled equation system

We introduce a notation of two columns, belonging to each \( j \)-th eigenvector-pair in the real \((2n \times 2n)\) matrix \( Y \), defined in Eq. (2.25):
\[ Y = \begin{bmatrix} \cdots \ Y_{x1}^{(j)} \ Y_{y1}^{(j)} \cdots \\ \cdots \ Y_{x2}^{(j)} \ Y_{y2}^{(j)} \cdots \end{bmatrix} \] (2.29)

The analytical expressions for (2.29) can be derived using Eq. (2.4), (2.7), (2.21) and (2.22a,b), index \( (j) \) omitted:

\[ Y_{x1}^{(j)} = \frac{1}{\sqrt{1 - \eta^2}} \left\{ \left( Z_2 \omega \sqrt{1 - \eta^2} + \eta \omega Z_1 \right) \Phi_r + \left( Z_1 \omega \sqrt{1 - \eta^2} - \eta \omega Z_2 \right) \Phi_i \right\} \]

\[ Y_{x2}^{(j)} = \frac{1}{\sqrt{1 - \eta^2}} (Z_1 \Phi_r + Z_2 \Phi_i) \] (2.30a-b)

\[ Y_{y1}^{(j)} = \frac{1}{\sqrt{1 - \eta^2}} (\omega^2 Z_1 \Phi_r - \omega^2 Z_2 \Phi_i) \]

\[ Y_{y2}^{(j)} = \frac{1}{\sqrt{1 - \eta^2}} \left\{ \left( Z_2 \omega \sqrt{1 - \eta^2} - \eta \omega Z_1 \right) \Phi_r + \left( Z_1 \omega \sqrt{1 - \eta^2} + \eta \omega Z_2 \right) \Phi_i \right\} \] (2.30c-d)

The two components of the associated \( j \)th “load” vector, defined in Eq. (2.26), are purely real too:

\[ g_j(t) = \frac{\omega}{\sqrt{1 - \eta^2}} \left( (Z_2 \sqrt{1 - \eta^2} + Z_1 \eta) \Phi_r^T + (Z_1 \sqrt{1 - \eta^2} - Z_2 \eta) \Phi_i^T \right) p(t) \] (2.31a)

\[ h_j(t) = \frac{\omega^2}{\sqrt{1 - \eta^2}} \left( Z_1 \Phi_r^T - Z_2 \Phi_i^T \right) p(t) \] (2.31b)

### 3 MODAL TRANSFORMATION PROCEDURE BASED ON BOTH COMPLEX RIGHT AND LEFT EIGENVECTORS

#### 3.1 Complex modal decomposition of MDOFS equations with non-modal damping

Here is presented a variant of a modal decomposition method, operating with right and left complex eigenvectors of the \( A \)-matrix - see Eq. (3.2a), (3.3). The procedure has been first presented in details in (E. Stanoev, 2017). Here is given a briefly description.

The state-space form of equations of motion (2.1) is transformed in two variants using the substitution

\[ F = \begin{bmatrix} D & K \\ K & \end{bmatrix} \begin{bmatrix} \dot{V} \\ V \end{bmatrix} = K_G Q, \quad \dot{F} = K_G \dot{Q} \] (3.1)

1\(^{\text{st}}\) variant:

\[ \dot{Q} + \frac{M_G^{-1} K_G}{A} Q = M_G^{-1} P \]

2\(^{\text{nd}}\) variant:

\[ \frac{K_G \dot{Q}}{\dot{F}} + \frac{K_G M_G^{-1} (K_G Q)}{K_G M_G^{-1} F} = K_G M_G^{-1} P \] (3.2a,b)

With the notation

\[ A = M_G^{-1} K_G \]

and due to the symmetry of \( K_G \) and \( M_G \) the relationship (3.4) hold:

\[ K_G M_G^{-1} = K_G^T \left( M_G^{-1} \right)^T = \left( M_G^{-1} K_G \right)^T = A^T \] (3.4)
The modal decomposition of the equations (2.1) will be based on the right and left complex conjugated eigenvectors \( \mathbf{R}^{(j)} \) and \( \mathbf{L}^{(j)} \) of the \( \mathbf{A} \)-matrix, calculated from (3.2a) resp. (3.2b):

\[
(\mathbf{A} + \lambda^{(j)} \mathbf{E})\mathbf{R}^{(j)} = \mathbf{0} \quad \text{resp.} \quad (\mathbf{A}^T + \lambda^{(j)} \mathbf{E})\mathbf{L}^{(j)} = \mathbf{0} \tag{3.5a,b}
\]

According to the formulations (3.2a) and (3.2b) a relation between an arbitrary \( j \)th right and left eigenvector can be derived:

\[
\mathbf{L}^{(j)} = \mathbf{K}_g \mathbf{R}^{(j)} \tag{3.6}
\]

The eigenvector pairs are collected in the right and the left modal matrices \( \mathbf{R} \) resp. \( \mathbf{L} \):

\[
\mathbf{R} = \begin{bmatrix} \mathbf{R}^{(1)} & \cdots & \mathbf{R}^{(n)} \end{bmatrix} \quad \text{resp.} \quad \mathbf{L} = \begin{bmatrix} \mathbf{L}^{(1)} & \cdots & \mathbf{L}^{(n)} \end{bmatrix} \tag{3.6a,b}
\]

The main diagonal components \( \gamma_{(j)} \) in the orthogonality relation (3.7) between the right and left modal matrices

\[
\mathbf{R}^T \mathbf{L} = \mathbf{R}^T \mathbf{K}_g \mathbf{R} = \begin{bmatrix} \gamma_1 & \bar{\gamma}_1 & \cdots & \gamma_n & \bar{\gamma}_n \end{bmatrix} \tag{3.7}
\]

are used to normalize both modal matrices:

\[
\phi_{R}^{(j)} = \frac{\mathbf{R}^{(j)}}{\sqrt{\gamma_j}} \rightarrow \phi_{R} = \begin{bmatrix} \phi_{R}^{(1)} & \bar{\phi}_{R}^{(1)} & \cdots & \phi_{R}^{(n)} & \bar{\phi}_{R}^{(n)} \end{bmatrix} \tag{3.8a}
\]

\[
\phi_{L}^{(j)} = \frac{\mathbf{L}^{(j)}}{\sqrt{\gamma_j}} \rightarrow \phi_{L} = \begin{bmatrix} \phi_{L}^{(1)} & \bar{\phi}_{L}^{(1)} & \cdots & \phi_{L}^{(n)} & \bar{\phi}_{L}^{(n)} \end{bmatrix} \tag{3.8b}
\]

The normalization (3.8) leads to the relationships

\[
(\phi_{L}^T)^{-1} \phi_{R}^T = (\phi_{R}^T)^{-1} \phi_{L} \quad \Rightarrow \quad (\phi_{R}^T)^{-1} = (\phi_{L}^T)^{-1} \tag{3.9}
\]

\[
\phi_{R}^T = \{(\phi_{L}^T)^{-1}\}^{-1} \quad \Rightarrow \quad (\phi_{R}^T)^{-1} = (\phi_{L}^T)^{-1} \tag{3.10}
\]

where \( \mathbf{E} \) is a \( (2n \times 2n) \) identity matrix.

In order to derive the diagonalization of the \( \mathbf{A}^T \)-matrix the eigenvalue problem (3.5b) is reformulated by use of the \( \phi_{L} \)-matrix:

\[
\mathbf{A}^T \phi_{L} + \phi_{L} \Lambda = \mathbf{0} \quad \Rightarrow \quad \mathbf{A}^T = \phi_{L} (-\Lambda)(\phi_{L}^T)^{-1} \quad \Rightarrow \quad -\Lambda = (\phi_{L}^T)^{-1}\mathbf{A}^T \phi_{L} \tag{3.11}
\]

where

\[
\Lambda = \{\lambda^{(j)}\} \quad (j = 1, 2, \ldots, 2n) \quad \text{is the spectral matrix of} \, \mathbf{A}.
\]

In analogy to Eq.(2.9) new complex coordinates \( \mathbf{B}_L \) are introduced by

\[
\mathbf{F} = \begin{bmatrix} \mathbf{D} & \mathbf{K} \end{bmatrix} \begin{bmatrix} \dot{\mathbf{V}} \\ \mathbf{V} \end{bmatrix} = \phi_{L} \mathbf{B}_L(t) = \phi_{L} [a^{(1)}(t) \quad b^{(1)}(t) \quad \cdots \quad a^{(n)}(t) \quad b^{(n)}(t)]^T \tag{3.12}
\]

Including the modal coordinates from (3.12) into (3.2b), the equations of motion are transformed into a set of 2n uncoupled complex equations.
The corresponding eigenvalue problem is

\[
(\Phi^L)^{-1} E \Phi^L \dot{B}^L + (\Phi^L)^{-1} K_G M_G^{-1} \Phi^L = (\Phi^L)^{-1} A^T P
\]

\[
\begin{bmatrix}
1 & \ldots & 1 \\
-\lambda^{(1)} & -\lambda^{(n)}
\end{bmatrix}
\begin{bmatrix}
p_{L1} \\
p_{Ln}
\end{bmatrix}
\]

(3.13)

3.2 Alternative form of the equation of single mass oscillator

The form (2.11) of the general eigenvalue problem and his solution - Eq. (2.13), remain the same. The eigenvectors \( r_j \) \((j = 1, 2)\) are right eigenvectors of the matrix \( a = m^{-1} k \). In order to determine the left eigenvectors of the matrix \( a \) we introduce the substitution

\[
\begin{bmatrix}
f_1 \\
f_2
\end{bmatrix} = \begin{bmatrix} 2 \eta \omega & \omega^2 \\
\omega^2 & k
\end{bmatrix} \begin{bmatrix}
\dot{\theta} \\
q
\end{bmatrix}
\]

\[
f = kq
\]

An alternative form of the equation of motion is

\[
\begin{align*}
\ddot{q} & = k (m^{-1} k) q = k m^{-1} p \\
\dot{f} & = k m^{-1} f = k m^{-1} p
\end{align*}
\]

\[
\begin{bmatrix}
1 & 1 \\
\hat{f} & \hat{f}
\end{bmatrix}
+ \begin{bmatrix} 2 \eta \omega & -1 \\
\omega^2 & km^{-1}
\end{bmatrix}
\begin{bmatrix}
\hat{f} \\
\hat{f}
\end{bmatrix}
= \begin{bmatrix} 2 \eta \omega & -1 \\
\omega^2 & km^{-1}
\end{bmatrix}
\begin{bmatrix}
p(t) \\
p
\end{bmatrix}
\]

(3.15)

The corresponding eigenvalue problem is

\[
\begin{bmatrix}
km^{-1} + \lambda^{(j)} e \\
e^T
\end{bmatrix}
\begin{bmatrix}
l_1 \\
l_2
\end{bmatrix}
= 0
\]

(3.16)

The \( a^T \)-matrix in (3.16) is formulated due to the symmetry of \( k \) and \( m \):

\[
a^T = (m^{-1} k)^T = k^T (m^{-1})^T = k m^{-1}
\]

(3.17)

The two eigenvalues \( \lambda, \lambda \) of (3.16) remain the same - Eq. (2.14), but the corresponding complex conjugate eigenvectors are now

\[
\begin{bmatrix}
l_1 \\
l_2
\end{bmatrix}
= l_r = \begin{bmatrix}
\eta + i \sqrt{1 - \eta^2} \\
\eta \\
1
\end{bmatrix}
\]

(3.18)

Rewriting the eigenvalue problem (3.16) to

\[
l_j^T (a + \lambda^{(j)} e) = 0^T \rightarrow (a^T + \lambda^{(j)} e) l_j = 0
\]

(3.19)

we recognize that \( l_j \) represents the left eigenvectors of the matrix \( a = m^{-1} k \) (respectively, the right eigenvectors of the matrix \( a^T = k m^{-1} \)).

In this variant the modal matrix is defined without normalization by

\[
\varphi^L = \begin{bmatrix}
l_1 \\
l_2
\end{bmatrix}
= \begin{bmatrix}
\eta - i \sqrt{1 - \eta^2} & \eta + i \sqrt{1 - \eta^2} \\
\eta \\
1
\end{bmatrix}
\]

(3.20)
Rewriting the eigenvalue problem in the „left“ formulation (3.19) using the \( \Phi^L_\cdot \) modal matrix

\[
a^T \Phi^L + \Phi^L \lambda = 0 \quad \iff \quad \lambda = \begin{bmatrix} \lambda & \lambda \end{bmatrix}
\] (3.21)

The diagonalization of the matrix \( a^T \) and the inverse relation can be developed to

\[
a^T = \Phi^L (-\lambda) (\Phi^L)^{-1} \quad \iff \quad -\lambda = (\Phi^L)^{-1} a^T \Phi^L
\] (3.22)

where

\[
(\Phi^L)^{-1} = \frac{1}{2 \sqrt{1 - \eta^2}} \begin{bmatrix} i \omega & \sqrt{1 - \eta^2} - i \eta \\ -i \omega & \sqrt{1 - \eta^2} + i \eta \end{bmatrix}
\] (3.23)

### 3.3 Transformation of the MDOFS equations in real space

We introduce into the uncoupled complex modal equations (3.13) new real coordinates \( \begin{bmatrix} x^{(j)} \\ y^{(j)} \end{bmatrix}^T \) for each \( j \)-th eigenpair, defined by

\[
\begin{bmatrix} a^{(j)}(t) \\ b^{(j)}(t) \end{bmatrix} = (\Phi^{L(j)})^{-1} \begin{bmatrix} x^{(j)}(t) \\ y^{(j)}(t) \end{bmatrix}^L
\] (3.24)

With (3.24) the modal equations (3.13) can be transformed in pairs into the real form of SDOFS-equation (index \( j \) omitted), with regard to (3.22):

\[
\Phi^L \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} (\Phi^L)^{-1} \begin{bmatrix} \dot{x}_1^L \\ \dot{y}_1^L \end{bmatrix} + \Phi^L \begin{bmatrix} 0 & \alpha \\ -\alpha & 0 \end{bmatrix} (\Phi^L)^{-1} \begin{bmatrix} x_1^L \\ y_1^L \end{bmatrix} = \Phi^L \begin{bmatrix} p_{a1}^L \\ p_{b1}^L \end{bmatrix}
\] (3.25)

A purely real \((2n \times 2n)\) transformation basis \( Y^L \) can be built up by combination of the two complex transformations (3.12) and (3.24):

\[
F = \begin{bmatrix} D & K \\ K & 0 \end{bmatrix} \begin{bmatrix} V \\ Y_L \end{bmatrix} = \Phi^L \begin{bmatrix} (\Phi^{L(1)})^{-1} \\ \vdots \\ (\Phi^{L(n)})^{-1} \end{bmatrix} \begin{bmatrix} x_1^L \\ \vdots \\ x_n^L \\ Y_1 \\ \vdots \\ Y_n \end{bmatrix} = \Phi^L (\Psi_L)^{-1} X^L = Y_L X^L
\] (3.26a)

With regard to Eq. (3.10) the inverse of the transformation basis \( Y_L \) can be written to

\[
Y_L^{-1} = \Psi_L \cdot (\Phi^L)^{-1} = \begin{bmatrix} (\Phi^{L(1)})^{-1} \\ \vdots \\ (\Phi^{L(n)})^{-1} \end{bmatrix} \cdot (\Phi^R)^T
\] (3.26b)

Finally the equations of motion (3.2b) can be uncoupled by means of the transformation basis \( Y_L \) and the inverse matrix \( Y_L^{-1} \) into n real-space SDOFS block equations from type of (3.25):
calculated by superposition of the modal coordinates in accordance to Eq. (3.26) and (3.1): The final time response of the original n DOFs is also calculated according to (3.29a). The associated two components of the “right side” vector in (3.27) are with regard to (3.26)

\[
\begin{bmatrix}
\frac{\dot{y} + 2\eta \omega \dot{y} + \omega^2 y}{\omega^2} = -\omega^2 g_L + 2\eta \omega h_L + \dot{h}_L
\end{bmatrix}
\]

The solution of each \(j\)th SDOFS block equation in (3.27) is performed eliminating first the modal coordinate \(x(t)\) (index \(j\) omitted):

\[
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix} \begin{bmatrix}
\dot{x}^L \\
\ddot{x}^L
\end{bmatrix} + \begin{bmatrix}
2\eta \omega \\
0 \\
\vdots \\
0
\end{bmatrix} \begin{bmatrix}
x^L \\omega^2 \\
\vdots \\
0
\end{bmatrix} = \begin{bmatrix}
g_L(t) \\
h_L(t)
\end{bmatrix}
\]

Introducing the second equation

\[
\dot{x} = -\frac{\dot{y}}{\omega^2} + \frac{h_L}{\omega^2}
\]

into the first one to receive

\[
\ddot{y} + 2\eta \omega \dot{y} + \omega^2 y = -\omega^2 g_L + 2\eta \omega h_L + \dot{h}_L
\]

The modal response \(y(t)\) is easy determined by step-by-step integration of Eq. (3.29b), \(x(t)\) should be calculated according to (3.29a). The final time response of the original n DOFs is calculated by superposition of the modal coordinates in accordance to Eq. (3.26) and (3.1):

\[
\begin{bmatrix}
\dot{\mathbf{V}} \\
\mathbf{V}
\end{bmatrix} = (\mathbf{K}_G)^{-1} \mathbf{Y}_L \mathbf{X}^L
\]

### 3.4 Analytical form of the real modal transformation

The components of the real space matrix \(\mathbf{Y}_L\), which belong to the \(j\)th eigenvector-pair, are the following two columns - see (3.23), (3.26), (index \(j\) omitted):

\[
\begin{bmatrix}
\ldots \\
\begin{bmatrix}
Y_x^{(j)} \\
Y_y^{(j)}
\end{bmatrix}
\ldots
\end{bmatrix} = \begin{bmatrix}
\Phi^L \\
\Phi^T
\end{bmatrix} \begin{bmatrix}
\Phi^L + i\Phi^T \\
\Phi^T - i\Phi^L
\end{bmatrix} \begin{bmatrix}
\frac{1}{2\sqrt{1-\eta^2}} [ i\omega \sqrt{1-\eta^2} - i\eta ] \\
\frac{1}{2\sqrt{1-\eta^2}} [ -i\omega \sqrt{1-\eta^2} + i\eta ]
\end{bmatrix}
\]

\[
= \frac{1}{\sqrt{1-\eta^2}} \begin{bmatrix}
\ldots \\
-\omega \Phi^L \\
\Phi^L \sqrt{1-\eta^2} + \Phi^T \eta \\
\ldots
\end{bmatrix}
\]

The associated two components of the “right side” vector in (3.27) are - with regard to (3.26) and (3.10) - fully real too:

\[
\begin{bmatrix}
g_L \\
h_L \\
\vdots
\end{bmatrix} = (\mathbf{Y}_L)^{-1} \mathbf{A}^T \mathbf{P} = \mathbf{Y}_L (\Phi^L)^{-1} \mathbf{A}^T \mathbf{P} = \begin{bmatrix}
\mathbf{2} \omega \left( \eta (\Phi^R)^T + \sqrt{1-\eta^2}(\Phi^T) \right) \\
2(\Phi^R)^T
\end{bmatrix} \mathbf{A}^T \mathbf{P}
\]
4 NUMERICAL EXAMPLE

4.1 Structural data, geometry and loads

The numerical example considers the vibrations of a small rotor blade subjected to wind thrust load, it has been first presented in (E. Stanoev, 2017). The equations of motion in the form (3.2) are solved applying the proposed modal decomposition method in Section 3 employing only the first four lowest natural frequencies and the associated four eigenmodes. Considered are two cases: non-proportional and proportional damping.

The finite element solution is based on the numerical integration of the system of differential equations for the Bernoulli-beam. The reference axis of the beam model coincides with the centre of the circular-section at the root. Thereby the differential equations and all cross section stiffness data are referred to the real rotational axis of the rotor blade, accounting for the eccentric mass application.

![Fig. 1 - Rotor blade beam model subjected to wind loads](image)

The stiffness data of the blade thin-wall cross sections have been calculated in (Nan Li, 2015). The generic aerodynamic blade geometry has been derived from real blade data.

The wind loads are calculated according to the formula for the aerodynamic lift force per unit length of an aerofoil, see (T. Burton, 2011), p. 59:

\[
L = \frac{1}{2} \rho \cdot c(r) \cdot W^2 \cdot C_L
\]

(4.1)

where:
- \( W \) : air velocity relative to the aerofoil
- \( \rho \) : air density = 1.225 [kg/m³]
- \( c(r) \) : chord of the aerofoil
- \( C_L \) : lift coefficient \( C_L = 2\pi \alpha = 2\pi \left( \frac{\pi}{180} \times 6.0 \right) = 0.658 \),
  the flow angle \( \alpha \) is assumed to be 6.0 [deg]
The air velocity $W$ is the vector sum of the rotational speed $\Omega$ (assumed to reach 60 rpm in the initial four seconds) and the wind speed $u$, incident on the aerofoil in accordance with the Betz-theory (T. Burton, 2011):

$$W = \sqrt{(\Omega r)^2 + \left(\frac{2}{3}uR\right)^2}$$

where $\Omega = \left(\frac{60}{30}\pi\right)\text{ in } [\text{rad/s}]$  \hfill (4.2)

Time series of a real wind speed measurements $u(t)$ are used to calculate the wind thrust force, shown in Figure 2:

![Wind thrust at 12.5 m](image)

**Fig. 2** - Wind thrust function acting on the rotor blade at 12.5 m

The resulting wind thrust loads $T(t)$ per unit length along the x-axis of the rotor blade can be determined as function of the wind speed $u(t)$. In the structural model the wind thrust loads are acting as summarized nodal forces - see fig. 1.

### 4.2 The damping approach

In order to determine the proportional damping matrix $D_p$, see the equations of motion (2.1), the lowest four natural frequencies and associated periods for the undamped system are calculated to be

$$
\begin{align*}
  f_1 &= 2.643 \text{ [s}^{-1}] & T_1 &= 0.378 \text{ [s]} \\
  f_2 &= 4.622 \text{ [s}^{-1}] & T_2 &= 0.216 \text{ [s]} \\
  f_3 &= 7.942 \text{ [s}^{-1}] & T_3 &= 0.126 \text{ [s]} \\
  f_4 &= 16.650 \text{ [s}^{-1}] & T_4 &= 0.060 \text{ [s]}
\end{align*}
$$

\hfill (4.3)

Stiffness proportional damping as a special case of Rayleigh damping has been assumed:

$$D_p = \beta K$$

where $\beta = \frac{2\eta}{\omega_1} = \frac{\eta T_1}{\pi} = 0.000964\text{[s]}$ \hfill (4.4)

In Eq. (4.4) the damping ratio $\eta = 0.008$ for the first natural period $T_1$ has been taken in accordance with [21] p. 249.

The non-proportional symmetric damping matrix $D_{np}$, including structural (proportional) and aerodynamic damping is build by
\( D_{np} = D_p + D_a \) \hspace{1cm} (4.5)

where the matrix \( D_a \) represents aerodynamic damping. The formulation is based on a simple expression for the aerodynamic damping coefficient \( c_d(r) \) per unit length, given in (T. Burton, 2011), p. 247:

\[
c_d(r) = \frac{1}{2} \rho \cdot \Omega r \cdot c(r) \cdot \frac{dC_L}{d\alpha} \begin{bmatrix} kg & 1 & s & m \end{bmatrix}, \quad \text{where} \quad \frac{dC_L}{d\alpha} = 2\pi
\]

The associate symmetric damping matrix \( D_a \) for the Bernoulli-beam element is derived by analogy with the method presented in (E. Stanoev, 2007) for the finite-element mass matrix, for more details see (E. Stanoev, 2017).

4.3 Non-proportionally damped system

System damping matrix here is \( D_{np} \) - Eq. (4.5). The vector of the first ten complex conjugate eigenvalue pairs of the matrix \( A = M_g^{-1} K_G \), see Eq. (3.5), is

\[
\begin{bmatrix}
-5.56181 + 15.7652 i \\
-5.56181 - 15.7652 i \\
-0.49081 + 29.0336 i \\
-0.49081 - 29.0336 i \\
-6.33496 + 49.2454 i \\
-6.33496 - 49.2454 i \\
-9.53814 + 104.542 i \\
-9.53814 - 104.542 i \\
-5.45041 + 105.219 i \\
-5.45041 - 105.219 i \\
-20.7068 + 185.185 i \\
-20.7068 - 185.185 i \\
-22.1068 + 207.402 i \\
-22.1068 - 207.402 i \\
-27.8796 + 238.91 i \\
-27.8796 - 238.91 i \\
-45.8047 + 292.379 i \\
-45.8047 - 292.379 i \\
-63.5216 + 353.962 i \\
-63.5216 - 353.962 i
\end{bmatrix}
\]

The number of modes considered in the modal transformation is limited to the first four eigenvector pairs. The structural system in Figure 1 has 54 DOF. The corresponding (108x8) normalized modal matrix \( \Phi^L \) - Eq. (3.8b), is computed to (only the first ten rows are printed)

\[
\begin{bmatrix}
1.37 \times 10^{-5} - 6.42 \times 10^{-8} i \\
1.37 \times 10^{-5} + 6.42 \times 10^{-8} i \\
-2.82 \times 10^{-1} - 2.77 \times 10^{-1} i \\
-2.82 \times 10^{-1} + 2.77 \times 10^{-1} i \\
-5.71 \times 10^{-1} - 5.97 \times 10^{-1} i \\
-5.71 \times 10^{-1} + 5.97 \times 10^{-1} i \\
2.86 \times 10^{-1} - 2.78 \times 10^{-1} i \\
2.86 \times 10^{-1} + 2.78 \times 10^{-1} i \\
8.73 \times 10^{-1} - 8.98 \times 10^{-1} i \\
8.73 \times 10^{-1} + 8.98 \times 10^{-1} i \\
8.45 \times 10^{-1} - 8.69 \times 10^{-1} i \\
8.45 \times 10^{-1} + 8.69 \times 10^{-1} i \\
-1.91 \times 10^{-1} - 1.36 \times 10^{-1} i \\
-1.91 \times 10^{-1} + 1.36 \times 10^{-1} i \\
-1.85 \times 10^{-1} - 9.04 \times 10^{-1} i \\
-1.85 \times 10^{-1} + 9.04 \times 10^{-1} i \\
1.31 \times 10^{-1} - 1.11 \times 10^{-1} i \\
1.31 \times 10^{-1} + 1.11 \times 10^{-1} i \\
-3.02 \times 10^{-1} - 3.02 \times 10^{-1} i \\
-3.02 \times 10^{-1} + 3.02 \times 10^{-1} i \\
5.02 \times 10^{-1} - 2.36 \times 10^{-1} i \\
5.02 \times 10^{-1} + 2.36 \times 10^{-1} i \\
-1.38 \times 10^{-1} - 1.38 \times 10^{-1} i \\
-1.38 \times 10^{-1} + 1.38 \times 10^{-1} i \\
-1.00 \times 10^{-1} - 2.13 \times 10^{-1} i \\
-1.00 \times 10^{-1} + 2.13 \times 10^{-1} i \\
0.00034 - 0.00018 i \\
0.00034 + 0.00018 i \\
0.00015 - 0.00008 i \\
0.00015 + 0.00008 i \\
0.00022 + 0.00014 i \\
0.00022 - 0.00014 i \\
0.00022 + 0.00014 i \\
0.00022 - 0.00014 i
\end{bmatrix}
\]

The matrix \((\Psi_L)^{-1}\) is calculated in the case of four involved eigenmodes according to Eq. (3.26a), (3.23):
Finally the (108x8) real transformation matrix $Y_L$ is computed according to (3.26a) - here only the first ten rows:

$$Y = \begin{pmatrix}
0.000114 & 0.000011 & -0.000085 & -0.000028 & 0.000108 & -0.000019 & 0.002046 & 0.000041 \\
0.000111 & -0.000006 & 0.000802 & 0.000259 & -0.000157 & -0.000001 & 0.010542 & -0.000111 \\
0.004376 & 0.000419 & 0.000033 & 0.000013 & 0.042801 & -0.00077 & 0.122636 & 0.001321 \\
0.000705 & 0.000073 & 0.00018 & 0.000008 & 0.007831 & -0.000139 & 0.024502 & 0.000264 \\
-0.001603 & -0.000153 & -0.000005 & -0.000004 & -0.015486 & 0.000279 & -0.043862 & -0.000472 \\
-0.000002 & -0.000003 & 0.003181 & 0.001111 & -0.000129 & 0.000001 & 0.00386 & -0.000045 \\
0.000419 & 0.000042 & -0.003937 & -0.000136 & 0.003607 & -0.000065 & 0.005194 & 0.000136 \\
-0.000045 & -0.0000176 & 0.144563 & 0.000574 & 0.009325 & 0.0000106 & 0.14576 & 0.019688 \\
0.063952 & 0.005941 & -0.000222 & 0.000152 & 0.563338 & 0.010255 & 1.481246 & 0.015774 \\
0.007486 & 0.00072 & 0.001443 & 0.00007 & 0.069849 & -0.001264 & 0.193857 & 0.002051
\end{pmatrix}
$$

$$Y_L^{-1} \cdot A \int P = \begin{pmatrix}
-0.572146 u^2 \\
2506.4 u^2 \\
-1.45159 u^2 \\
150.11 u^2 \\
-79.8166 u^2 \\
-1187.78 u^2 \\
-24.9309 u^2 \\
4973.28 u^2
\end{pmatrix}
$$

Four uncoupled SDOFS block equations from type of Eq. (3.25) are solved by step-by-step integration according to (3.29a-b):
\[
\begin{bmatrix}
1 & -\omega_1^2 & & \\
& 1 & \ddots & \\
& & \ddots & -\omega_n^2 \\
n & & & 1
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_1 \\
\ddot{y}_1 \\
\ddots \\
\ddot{x}_n
\end{bmatrix}
+ \begin{bmatrix}
2\eta_1 \omega_1 & \omega_1^2 & & \\
& \omega_1^2 & 0 & \\
& & \ddots & \\
& & & \omega_n^2 \\
\end{bmatrix}
\begin{bmatrix}
\ddot{y}_1 \\
\ddot{y}_1 \\
\ddots \\
\ddot{y}_n
\end{bmatrix}
= \begin{bmatrix}
x_1 \\
y_1 \\
\ddots \\
x_n
\end{bmatrix}
\begin{bmatrix}
h_1 \\
h_1 \\
\ddots \\
h_n
\end{bmatrix},
\begin{cases}
(n = 4) \\
(4.12)
\end{cases}

\text{where } \begin{bmatrix}
\omega_i \\
\eta_i
\end{bmatrix} = \begin{bmatrix}
16.7175 & 29.0365 & 49.6511 & 104.976 \\
0.332693 & 0.0141136 & 0.127584 & 0.0908603
\end{bmatrix}
\begin{cases}
(4.13a,b)
\end{cases}

The vibration-response in the next figures has been determined in the time 0... 25.6 s, the time step length for the applied Newmark integration method is 0.03665 s.

The time response of the modal coordinates \( y_j(t), x_j(t), (j = 1,2,3) \) are shown in Figures 3a-c:

![Fig. 3a - Time response of the modal coordinates \( y_2(t), x_2(t) \) for the case “non-proportional damping”](image1)

![Fig. 3b - Time response of the modal coordinates \( y_2(t), x_2(t) \) for the case “non-proportional damping”](image2)
The total responses for the original state variables $V(t)$, $\dot{V}(t)$, obtained by a back transformation according to Eq. (3.30), are plotted in Figures 4-6 for the rotor blade tip:

Fig. 3c - Time response of the modal coordinates $y_3(t), x_3(t)$ for the case “non-proportional damping”

Fig. 4 - Total vibrations $u_2(t), u_3(t)$ [m] (in y- and z-direction, see Fig.1) at the rotor blade tip - node #10

Fig. 5 - Velocities $\dot{u}_2(t), \dot{u}_3(t)$ [m/s] (in y- and z-direction, see fig.1) at the rotor blade tip - node #10
Comparison to the vibrations computed by direct step-by-step integration of the equations (2.1) shows no significant deviations except for the torsional rotation. This is probably due to the absence of torsional eigenmode in the employed four eigenmodes.

4.4 Proportionally damped system

By using the symmetric damping matrix $D_p$ - Eq. (4.4), the resulting ten lowest complex conjugate eigenvalue pairs are:

\[
\begin{bmatrix}
\lambda_1 \\
\vdots \\
\lambda_{10}
\end{bmatrix}
= \begin{bmatrix}
0.00175 & 0.00011 & -0.000799 & -0.000028 & 0.000978 & -0.000019 & 0.005827 & 0.000059 \\
-0.000077 & -0.000005 & 0.008081 & 0.000282 & -0.000069 & 0.000001 & -0.041588 & -0.000419 \\
0.006449 & 0.00392 & 0.00262 & 0.00009 & 0.038976 & -0.000763 & 0.092832 & 0.000936 \\
0.001104 & 0.00067 & 0.00221 & 0.00008 & 0.007073 & -0.000138 & 0.017494 & 0.000176 \\
-0.000253 & -0.000143 & -0.000088 & -0.000003 & -0.014092 & 0.000276 & -0.033232 & -0.000335 \\
-0.000004 & -0.000002 & 0.003181 & 0.00111 & -0.000088 & 0.000002 & -0.016203 & -0.000163 \\
0.000644 & 0.00039 & -0.003916 & 0.00017 & 0.003737 & -0.000064 & 0.031997 & 0.000272 \\
-0.000232 & -0.000148 & 0.14452 & 0.005048 & -0.007181 & 0.000141 & -0.071045 & 0.006764 \\
0.092121 & 0.005593 & 0.002964 & 0.000104 & 0.515088 & -0.010083 & 1.119107 & 0.01128 \\
0.011063 & 0.000672 & 0.001836 & 0.000664 & 0.063652 & -0.001246 & 0.138433 & 0.001395
\end{bmatrix}
\]

The natural frequencies and the modal damping ratios associated to the four employed eigenmodes are in this case:

\[
\begin{bmatrix}
\omega_i \\
\eta_i
\end{bmatrix} = \begin{bmatrix}
16.604 & 29.0381 & 49.8988 & 104.616 \\
0.008 & 0.0139909 & 0.0240418 & 0.0504049
\end{bmatrix}
\]

(4.15a-b)

The (108x8) real transformation matrix $Y_L$, computed in regard with Eq. (3.26a), has now the form (only the first ten rows are printed):

\[
\begin{bmatrix}
0.000175 & 0.00011 & -0.000799 & -0.000028 & 0.000978 & -0.000019 & 0.005827 & 0.000059 \\
-0.000077 & -0.000005 & 0.008081 & 0.000282 & -0.000069 & 0.000001 & -0.041588 & -0.000419 \\
0.006449 & 0.00392 & 0.00262 & 0.00009 & 0.038976 & -0.000763 & 0.092832 & 0.000936 \\
0.001104 & 0.00067 & 0.00221 & 0.00008 & 0.007073 & -0.000138 & 0.017494 & 0.000176 \\
-0.000253 & -0.000143 & -0.000088 & -0.000003 & -0.014092 & 0.000276 & -0.033232 & -0.000335 \\
-0.000004 & -0.000002 & 0.003181 & 0.00111 & -0.000088 & 0.000002 & -0.016203 & -0.000163 \\
0.000644 & 0.00039 & -0.003916 & 0.00017 & 0.003737 & -0.000064 & 0.031997 & 0.000272 \\
-0.000232 & -0.000148 & 0.14452 & 0.005048 & -0.007181 & 0.000141 & -0.071045 & 0.006764 \\
0.092121 & 0.005593 & 0.002964 & 0.000104 & 0.515088 & -0.010083 & 1.119107 & 0.01128 \\
0.011063 & 0.000672 & 0.001836 & 0.000664 & 0.063652 & -0.001246 & 0.138433 & 0.001395
\end{bmatrix}
\]
The time-dependent “load” vector in the general modal transformed equations (3.27) is now calculated to:

\[
\begin{bmatrix}
g_1(t) \\
h_1(t) \\
\vdots \\
g_4(t) \\
h_4(t)
\end{bmatrix}^L = Y_L^{-1} \cdot A^T \begin{bmatrix} p \end{bmatrix} = 
\begin{bmatrix}
-107.534 u^2 \\
1829.22 u^2 \\
-4.12694 u^2 \\
125.051 u^2 \\
-57.5993 u^2 \\
-2678.55 u^2 \\
-30.0795 u^2 \\
3691.85 u^2
\end{bmatrix}
\tag{4.17}
\]

After step-by-step integration of the four modal equations, the time series of the modal coordinates \( x_j(t), y_j(t), (j = 1, \ldots, 4) \), are obtained - Figures 7 - 8:

**Fig. 7** - Time response of the modal coordinates \( x_1(t), y_1(t) \) for the case “proportional damping”

**Fig. 8** - Time response of the modal coordinates \( x_2(t), y_2(t) \) for the case “proportional damping”
The total responses $\mathbf{V}(t)$, $\dot{\mathbf{V}}(t)$ - see Figs. 9-11, are computed by a back transformation according to Eq. (3.30).

![Fig. 9 - Total vibration resp. velocity $u_2(t), \dot{u}_2(t)$ (in y-direction) at the rotor blade tip - node #10](image1)

![Fig. 10 - Total vibration resp. velocity $u_3(t), \dot{u}_3(t)$ (in z-direction) at the rotor blade tip - node #10](image2)

![Fig. 11 - Torsional rotation resp. velocity $\phi_1(t), \dot{\phi}_1(t)$ at the rotor blade tip - node #10](image3)
The time series for the DOF calculated by direct step-by-step integration of the equations of motion (2.1) are practically identical to the vibrations in Figures 9-11. The only difference occurs in the torsional vibration, compare Figures 11 and 12. The deviations may be explained by the absence of a torsional eigenmode in the four employed eigenmodes in the modal matrix.

5 RESULTS AND CONCLUSIONS

In the first variant (Sec. 2) of the proposed procedure the real transformation matrix is assembled employing the right complex conjugate eigenvector pairs, normalized on the SDOFS level and on MDOFS level with respect to the corresponding mass matrix. There are shown and discussed in details advantages and differences in comparison with a similar method (Fai F. Ma, 2010), (Fai F. Ma, 2011) called “phase synchronization”, which is based on the “Lancaster” space state form of the equations of motion. The proposed procedure is derived in a quite natural way, but it doesn’t base on the notion of “phase synchronization”.

The second presented variant (Sec. 3) operates with both the right and the left complex eigenvector pairs. In this version the eigenvectors for the MDOFS are normalized by using the orthogonality relationships between the right and left complex eigenvectors.

In both proposed procedures the real-space modal transformation matrix $Y$ is developed by combining of two complex transformations, resulting from the eigenvalue problem of the SDOFS and the MDOFS. Analytical expressions for the real-space transformation matrix and for the real-space “right side” vector of the uncoupled modal equations are derived.

Both presented variants of the modal procedure retain the common advantages of the classic modal decomposition of the equations of motion. An uncomplete modal transformation may be performed by use of a few ($k << n$) eigenmodes to transform the state space equations into $k$ uncoupled SDOFS block equations in real space. Employing only the $k$ lowest eigenvector pairs in the $Y$ -basis is leading with sufficient numerical accuracy to the total time response of all original $n$ DOF - as shown in the numerical example in Sec. 4.

A structural-mechanical example with 54 DOF - vibration of a wind turbine rotor blade subjected to wind thrust loads - demonstrates the performance of the second presented modal procedure (Sec.3) for two cases - non-proportional and proportional (Rayleigh) damping.
REFERENCES


[13] M. Géradin, D. Rixen, Mechanical vibrations - theory and applications to structural dynamics, John Wiley & Sons Ltd, 1997-


