
December 6, 2022

Week #13— Lecture #10

Software Testing, 
Verification and Validation



Last week, we revisited the testing pyramid and the 
remaining testing levels: integration testing and system 
testing.  We also introduced acceptance testing and 
regression testing.  This week we will talk about 
automated test case generation.



Demo

(Backup demo https://www.evosuite.org/documentation/tutorial-part-1)



Test Creation / Generation

Software testing has become such an important piece of software development 
process, that it is commonly estimated that half of the total cost/time to develop 
a software program is dedicated to testing & debugging.  The reason is that, 
although it is very common to use automated tools to execute test cases, such 
test cases are commonly hand-written which is a tedious and error prone task.


Automating the creation of such test cases offers several benefits, however it also 
raises some issues that would have to be addressed in order to be useful to use 
those tests.


1. Automation could reduce the cost/time of the testing process, and it could 
also create a much more complete set of test cases (as they would be 
systematically generated).

2. There are two main issues that need to be considered when generating test 
cases automatically: 1) test data (which inputs should be used to exercise the 
software under test?), and 2) test oracle (does the execution of the test reveal 
any fault?).



Several techniques for test generation have been proposed in the literature, 
including random testing, in which a software is executed with randomly 
generated inputs, symbolic-execution which explores control/data-paths of 
the software, and search-based testing in which efficient meta-heuristic 
search algorithms are used to generate test cases that resemble manually 
written tests (i.e., few short tests that exercise most of the code under test) 
are the most popular ones.

Test Creation / Generation



Test Creation as a Search Problem

- General goals while testing: make the program crash, 
achieve some code coverage, kill all mutants, …

- We have been searching for a test suite that achieves 
those goals.


- “I want to find all faults” cannot be measured.  But 
code coverage, number of crashes can.  If a goal can 
be measured, search can be automated. 



Random Testing

The most naïve test generation technique is Random Testing (RT).  In RT, 
the software under test is exercised with randomly generated inputs from 
the whole input domain of the software, and its observed output.  Due to 
its simplistic nature, RT can be applied in practice with litter overhead and it 
has been widely used to, for example, exercise generic object contracts, 
unexpected security problems, and to reveal failures in several systems.


👎  However, there are some disagreements between researchers and 
practitioners on the coverage and effectiveness achieved by RT techniques 
on test generation. The main point of criticism among researchers is the 
lack of a strategy to generate inputs, as RT techniques do not take into 
account any information about the software under test, i.e., in theory, every 
test input in the input domain has the same probability of being selected. 




    public String returnTen(int x) {

1       if (x == 10)

2         return “Six”; /* FAULT */

3       else

4         return “Other number”;

    }

For example, considering this code under test, the probability of the 
conditional statement if (x == 10) being satisfied is 1 in 2^32 (assuming x 
is a 32-bits value), which illustrates the limitation of RT approaches. 

Random Testing



Randoop

Randoop is a feedback-oriented technique which explores the execution of 
tests as they are created to avoid generating invalid inputs.

1. it generates a sequence of methods calls (each one selected at random), 
and methods arguments from previously created sequences.

2. it executes a sequence in order to provide feedback to the test generator, 
e.g., to avoid generation of tests that lead to runtime exceptions or to 
generate assertions that could trigger future changes.


It has been shown that Randoop is able to generate tests that are able to 
detect previously-unknown errors (not found by pure random techniques) in 
widely used Java libraries.  However, the large number of test cases 
generated by random testing techniques (including Randoop) may limit 
their adoption in practice.  As executing, evaluating, and maintaining such 
tests can become impractical over time.




Adaptive/Restricted Random Testing

Restricted Random Testing (RRT) is an Adaptive Random Testing (ART) approach 
which excludes areas of the input domain.  RRT randomly generates a test input 
from the entire input domain (for example, test input t1) and creates an exclusion 
region around t1.  Then, new test candidates are generated, for example, c1 and c2.  
However, as they are in an exclusion region, both are discarded.  If a test candidate 
is successfully generated out of an exclusion region (e.g., c3), it becomes a valid test 
input (e.g., t2) and a new exclusion region around it is created.


- If an exclusion region is to small, similar test inputs could be generated.

- If an exclusion region is too large, similar inputs would never be generated and the 
total number of inputs that could be explored would be limited. (Note that outside of 
exclusion regions candidates are selected with the same probability.)



Adaptive/Restricted Random Testing

To verify whether a new candidate is inside/outside of an exclusion region, RRT 
approach measures the euclidean distance between the new candidate and all test 
inputs previously selected, which could be very time consuming for a large number 
of test inputs. 


Euclidean distance is a measure of the straight-line distance between two points in a Euclidean 
space.  It is calculated by taking the square root of the sum of the squares of the differences between 
the coordinates of the two points.  For example, in a two-dimensional space, the Euclidean distance 
between the points (x1, y1) and (x2, y2) would be calculated as: sqrt((x1 - x2)^2 + (y1 - y2)^2)


Euclidean distance is commonly used in geometry, computer vision, and machine learning.  It is a 
useful metric for comparing the similarity of two points or vectors, and it is often used in algorithms 
that involve clustering or classification.



Effectiveness of Random Testing

👍 👎  - Thayer et al. argued that RT should be recommended as a 
fundamental step of the testing process, however Myers et al. stated that RT 
is the poorest test input methodology.

👍  - Mak compared RT and ART in terms of number of test inputs required to 
detect the first failure, and concluded that ART is able to detect the first 
failure with 30% (occasionally 50%) less test inputs.  Although ART may be 
quicker or require less test inputs to detect the first failure than RT, ART 
requires more computational time and memory because the additional task 
of generating test inputs evenly spread across the input domain.

👎  - An empirically study conducted by Mayer et al. confirmed that although 
RRT is one of the most effective ART approaches, their runtime may become 
extremely long.

👎  - More recently, Arcuri et al. reported that although ART could perform 
better than RT, the chance of finding faults with ART is less than 1%. 




Symbolic Execution

Symbolic Execution (SE) is a program analysis approach that executes a 
software program with symbolic values instead of concrete inputs, and 
represents the values of program variables as symbolic expressions.  SE 
approaches proposed in the literature have been successful at finding subtle 
faults in several NASA’s projects, at testing newly-modified source code, at 
automated debugging, and in many other areas. 



Symbolic Execution
   public void foo(int x) {

1       int y = x * 3;

2       if (y == 42)

3         print(“Good”);

4       else

5         print(“Bad”);

    }

In an execution with concrete inputs, foo would be called with a concrete 
value (e.g., 7). Then, y would get the result of multiplying 7 by 3, i.e., 21.  As 
21 is not equal to 42, the condition on line 2 would be evaluated as false, 
and therefore the execution would print the word “Bad”.



Symbolic Execution

In a symbolic execution, foo would be called with a symbolic value (e.g., β).  
The execution then proceed with the multiplication and assigns β × 3 to y.  
Therefore, the condition to be evaluated on line 2 is no longer if (y == 
42) but if (β × 3 == 42).  At this point in the execution, β could take 
any value.  To solve the constraint β × 3 == 42, i.e., to generate two values 
such that each one could satisfy each outcome of the expression (i.e., true 
and false), constraint solvers such as Z3 are usually used.  For this particular 
example, the value 14 would make the condition to be evaluated as true, 
and any other value would make the condition to be evaluated as false.  
Therefore, SE has explored all feasible paths of this toy example.

   public void foo(int x) {

1       int y = x * 3;

2       if (y == 42)

3         print(“Good”);

4       else

5         print(“Bad”);

    }



Symbolic Execution

👎  The number of paths in a program can grow exponentially with respect to 
the size of the program — a problem known as path explosion — or with the 
presence of loops (where the number of possible iterations could make the 
number of paths infinite).  Therefore, applying traditional SE approaches to 
real and large software programs can become impractical.  Nevertheless, 
several approaches have been proposed to address this issue (check the 
references slide). 



Search-based Software Testing

The application of meta-heuristic search algorithms (e.g., evolutionary 
algorithms) to software testing is known as Search-Based Software Testing 
(SBST).  In SBST, test cases (or only test inputs) represent the search space of 
a meta-heuristic search algorithm and they are typically optimised for 
structural criteria (line coverage).  However, other criteria such as functional 
and non-functional requirements, mutation, and exceptions have been also 
explored. 



SBST — Representation

Evolutionary Algorithms (EAs) are inspired by natural evolution, and have 
been successfully used to address many kinds of optimisation problems.  In 
the context of EAs, a solution is encoded “genetically” as an individual 
(“chromosome”), and a set of individuals is called a population.


For test suite generation, the individuals of a population are sets of test 
cases (test suites); each test case is a sequence of calls. The population is 
gradually optimised using genetic-inspired operations such as

- Crossover, which merges genetic material from at least two individuals to 
yield new offspring, and

- Mutation, which independently changes the elements of an individual with 
a low probability.



Local search — Hill Climbing

Hill Climbing is a local search algorithm which evaluates solutions according to a 
fitness function.  It starts with a random solution and in an, e.g., 1-dimensional 
problem, evaluates two neighbours (one to the right and one to the left).  The 
solution with the best score value, i.e., fitness value, replaces the current one.

However, due to lack of search power, the Hill Climbing algorithm does not make 
any assumptions about the landscape (a plot of the fitness) of the problem.  
Therefore, it only performs movements in the landscape if the next individual is 
better than the current, which could lead to be trapped in a local optimum solution.



Local search — Simulated Annealing

Simulated Annealing is a meta-heuristic algorithm similar to Hill Climbing, however, 
movements through the search space are not so restricted.  To explore a large portion 
of the search-space, it uses a control parameter called temperature as the probability 
of accepting worse solutions, i.e., solutions with a lower fitness value.  It starts with a 
high temperature value, but as the search evolves, the temperature decreases until it 
reaches zero, in which the search would work similar to the Hill Climbing algorithm.  As 
the Hill Climbing algorithm, Simulated Annealing only considers one solution at time 
and it does not make any assumption about the landscape.  If the temperature cools 
down to quickly, it might get stuck in a local optimum as the Hill Climbing algorithm. 



Global search — Genetic Algorithm
The Genetic Algorithm (GA) is one of the most 
widely-used EAs in many domains because it can 
be easily implemented and obtains good results 
on average.  Algorithm 1 illustrates a Standard 
GA.  It starts by creating an initial random 
population of size ps (Line 1). Then, a pair of 
individuals is selected from the population using 
a strategy sf, such as rank-based, elitism or 
tournament selection (Line 6).  Next, both 
selected individuals are recombined using 
crossover cf (e.g., single point, multiple-point) 
with a probability of cp to produce two new 
offspring o1, o2 (Line 7).  Afterwards, mutation is 
applied on both offspring (Lines 8–9), 
independently changing the genes with a 
probability of mp, which usually is equal to n1, 
where n is the number of genes in a 
chromosome.  The two mutated offspring are 
then included in the next population (Line 10). At 
the end of each iteration the fitness value of all 
individuals is computed (Line 13).



Fitness Function

In search-based test generation, the selection of individuals is guided by 
fitness functions (which measure how good a test case or test suite is 
with respect to the search optimisation objective), such that individuals 
with good fitness values are more likely to survive and be involved in 
reproduction.  Fitness functions are usually based on metrics such as 
structural coverage, functional and non-functional requirements, or 
mutation.  Importantly, a fitness function usually also provides additional 
search guidance leading to satisfaction of the goals.  For example, just 
checking in the fitness function whether a coverage target is achieved would 
not give any guidance to help covering it.



Fitness Function

Although structural coverage criteria are well established in order to evaluate 
existing test cases, they may be less suitable in order to guide test 
generation.  As with any optimisation problem, an imprecise formulation of 
the optimisation goal could lead to unexpected results: for example, 
although it is generally desirable that a reasonable test suite covers all 
statements of a software under test, the reverse may not hold – not every test 
that executes all statements is reasonable.




Fitness Function, e.g., branch coverage

The concept of covering branches is also well understood in practice and 
implemented in popular tools, even though the practical definition of branch 
coverage may not always match the more theoretical definition of covering all 
edges of a program’s control flow.  Branch coverage is often interpreted as 
maximising the number of branches of conditional statements that are 
covered by a test suite.  Hence, a test suite is said to satisfy the Branch 
Coverage criterion if and only if for every branch statement in the software 
under test, it contains at least one test whose execution evaluates the branch 
predicate to true, and at least one test whose execution evaluates the 
branch predicate to false. 




Branch coverage, attempt 1

- Goal: Tests reach branching point (i.e., if-statement) and execute all 
possible outcomes. 


- Fitness function: Measure coverage and try to maximize % covered.  

👍 Measurable indicator of progress.  
👎 No information on how to improve coverage. 



Branch coverage, attempt 2

- Goal: Tests reach branching point (i.e., if-statement) and execute all possible 
outcomes. 


- Fitness function: Branch Distance + Approach Level 

- Branch distance


If other outcome is taken, how “close” was the target outcome?

How much do we need to change program values to get the outcome we 
wanted?


- Approach level

Number of branching points we need to execute to get to the target 
branching point. 

 

👍 Measurable indicator of progress.  
👎 No information on how to improve coverage. 



For example, given the first predicate a >= b and an execution with values 
a=5 and b=3, the branch distance to the predicate evaluating to true would 
be |3−5|=2, whereas an execution with values a=5 and b=4 is closer to 
being true with a branch distance of |4−5|=1.


The execution with values a=5 and b=4 and c=6 and d=7 leads to a branch 
fitness function of 1+|4-6|=3.



Tools

- EvoSuite, https://github.com/EvoSuite/evosuite

- Randoop, https://github.com/randoop/randoop

- KLEE, https://github.com/klee/klee

- Java PathFinder, https://github.com/
SymbolicPathFinder/jpf-symbc


Many other @ https://github.com/ksluckow/awesome-
symbolic-execution#tools

https://github.com/EvoSuite/evosuite
https://github.com/randoop/randoop
https://github.com/klee/klee
https://github.com/SymbolicPathFinder/jpf-symbc
https://github.com/SymbolicPathFinder/jpf-symbc
https://github.com/SymbolicPathFinder/jpf-symbc
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