Preprocessing of Magnetic Resonance Images with Multiple Sclerosis Lesions
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INTRODUCTION

According to the World Health Organization, it is estimated that multiple sclerosis (MS) affects around 2.5 million people worldwide and more than 5000 in Portugal¹.

Multiple sclerosis is an inflammatory, demyelinating, idiopathic, and often disabling central nervous system disease that affects the white matter diagnosed in young adults and predominantly affects women².

Multiple sclerosis is the most common neurological disorder with unexplained causes and major repercussions in the lives of patients, causing the active search for answers by the researchers. Although the disease cannot be cured or prevented at this time, the available treatments only reduce its severity and delay its progression². In recent years, there has been a major development of image processing and analysis techniques in order to facilitate early diagnosis and suitable treatment. In general, images acquired by imaging devices and specialized techniques require transformations and enhancements to make them more suitable in order to extract as much information as desired with greater efficiency.

Several authors, as in³⁴⁵, have described techniques of image preprocessing and segmentation of MS lesions, making evident the advantages of such computational tools. In this work, different preprocessing algorithms were applied in order to perform the brain extraction from resonance magnetic (RM) images for their easier further analysis.

EXPERIMENTAL METHODS

In the experimental work, the data provided by the Longitudinal Multiple Sclerosis Challenge 2015, composed of 5 training images and 14 test images in different ponderations, was used; mainly, the central sections of the FLAIR sequence. In the preprocessing of the images, multiple operations were performed, including: image smoothing and noise reduction, brain extraction, correction and intensity normalization. In order to smooth and remove image noise, the average, median, Gaussian, Perona & Malik’s and Wiener filters were applied with different parameters. For brain extraction, automatic algorithms were used: BSE, BET and SPECTRE algorithms included in the MIPAV software were compared against a semi-automatic algorithm and the manual delineations (M1 and M2) obtained by two experts. It was also developed and compared a new automatic approach for the extraction of brain structures based on morphological operations. Finally, the gamma correction algorithm was applied in order to adjust the brightness of each image and the normalization of the images was performed.

RESULTS AND DISCUSSION

In order to evaluate the used smoothing and noise reduction filters, quality metrics were used: structural similarity index (SSIM), signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), visual information of fidelity (VIF), universal quality index (UQI) and absolute mean error (MAE). It was found that Perona & Malik’s filter obtained the best results, with the lowest MAE and the highest PSNR and consequently the highest SNR. Through the application of this filter, it was verified that the brain structures and the edges were more clearly preserved, which was confirmed by the obtained SSIM values. The Wiener filter proved to be the second best smoothing filter, and the average filter the one that led to the worst results.

Figure 1 shows the manual delimitations, and the results of the semi-automatic, BET, BSE, SPECTRE and proposed algorithms. These algorithms were compared statistically relatively to the manual delimitations.
based on the SSIM, MAE, SNR and PSNR metrics, and also based on the Dice coefficient and processing time.
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Figure 1 – Manual results and the one obtained by the used brain extraction algorithms.

It was observed that the automatic algorithms were most effective than the semi-automatic algorithm, except the SPECTRE algorithm that presented a smaller similarity with the manual segmentations, and the BSE algorithm that presented similar results. However, the SPECTRE algorithm had lower MAE. It was verified that the BET and proposed algorithms obtained the best results. As for the processing time, the proposed, BSE and BET algorithms were the faster ones, standing out from the remainder ones with times of 9, 11 and 20 s, respectively. The gamma correction step and the normalization proved to be very important in order to the lesions be easy identified in the input images.

CONCLUSION
Through the application of smoothing and noise reduction filters, it is observed that Perona & Malik’s filter is the one that provided the best results and the most suitable for the database under study, as evidenced by the results obtained as to the used quality metrics. It could be concluded that the algorithm developed to remove the skull was the one that led to the best results, as was evidenced by the highest structural similarity index (0.959 ± 0.015) and Dice coefficient (0.952 ± 0.011) and low mean absolute error (0.891 ± 0.625). These metric values refer to the average value of all images in the database and the respective standard deviation. The normalization of the intensity of the images was very important due to the fact that the images had different intensity ranges which complicates the efficient detection of the lesions.

Through this study, it was verified that the image preprocessing techniques are fundamental to obtain good results in the subsequent stages; namely, in the segmentation step.
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